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PREFACE 
 

 

The widespread use of image fusion methods (e.g., in military 

applications, surveillance or medical diagnostics), has increased the need for 

pertinent performance or quality assessment tools to compare results obtained 

with different algorithms or to obtain an optimal setting of parameters for a 

given fusion algorithm. This book discusses principles, different technologies 

and applications of image fusion. 

Chapter 1 presents different measures to evaluate image fusion based on 

the structural similarity between the inputs and the fused image. These 

measures do not require a ground-truth and are easy to compute. They are 

compliant with subjective evaluations and can therefore be used to compare 

different image fusion methods or to find the best parameters for a given 

fusion algorithm. 

In Chapter 2, the authors propose an efficient framework for integrating or 

fusing thermal and visual images. This category of fusion finds application in 

navigation and surveillance systems. The main idea in this category of fusion 

is to successfully extract significant information from both of the thermal and 

visual images and combine them to form the fused image. The fused image has 

better representation of the entire scene as compared to the source images 

alone. Since, human beings are the principal judge of navigation and 

surveillance systems, the authors explore the ability of visual attention 

property of the human visual system (HVS) to generate the fused image. 

Generally, techniques for modeling the visual attention generate saliency maps 

in order to highlight the relative importance of pixels (or regions) in any image 

based on HVS. In the proposed approach, the authors use saliency maps from 

the source images to combine the significant thermal information with the 

significant visual information. The saliency maps serve two purposes. Firstly, 
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they highlight the salient areas in the thermal and visual images. Secondly, the 

saliency values are also used to compute weights to generate the final fused 

image. Hence, the salient parts of the visual and thermal images are retained in 

the fused image. Different types of visual attention modeling techniques are 

used in the framework to demonstrate their relative performance in thermal 

and visual image fusion. Though the chosen modeling technique plays a key 

role in the performance of the fusion framework, the authors’ experiments on 

various image sets demonstrate the promise of the proposed approach in terms 

of visual inspection and different objective evaluation criteria. The novelty of 

the approach lies in developing a framework for saliency based fusion of 

thermal and visual information. 

Commonly in the light microscopy, the limited Depth-of-Field (DOF) of 

an imaging system causes blur images when the sample is wider than the DOF 

of the optical system. Additionally, the DOF decreases as the magnification 

increases. In order to extend the DOF of a microscopic system Chapter 3 

proposes a multi-focus image fusion method based on the modulus of the 

gradient color planes. This procedure is applied to multi-focus microscopy 

color images which have been acquired by the bright-field reflection 

microscopy technique. Our results are obtained using real specimens and any 

post-processing step is done over the fused image. The proposed method is 

simple, fast and practically free of artifacts or false color. 

The main objectives of Chapter 4 are to evaluate the performances of 

different image fusion techniques for the enhancement of spectral and textural 

variations of different forest types and to apply are fined maximum likelihood 

classifier for the extraction of forest class information from the fused images 

in order to update a forest geographical information system (GIS). For the data 

fusion, modified intensity-hue-saturation (IHS) transformation, principal 

components analysis (PCA) method, Gram-Schmidt fusion, color normaliza-

tion spectral sharpening, wavelet-based method, and Ehlers fusion are used 

and the results are compared. Of these methods, the better results are obtained 

through the use of the modified IHS transformation, PCA and wavelet-based 

fusion. The refined classification method uses spatial thresholds defined from 

contextual knowledge and different features obtained through a feature 

derivation process. The result of the refined classification is compared with the 

results of a standard method and it demonstrates a higher accuracy. Overall, 

the research indicates that multisource data fusion can significantly improve 

the interpretation and classification of forest types and the elaborated refined 

classification method is a powerful tool to increase classification accuracy. 

Complimentary Contributor Copy



Preface ix 

Multimodal medical image fusion is an important task for the retrieval of 

complementary information from medical images. In Chapter 5, a novel 

framework for multimodal medical image fusion is proposed, which enables 

the decomposition of input images into low- and high frequency bands using 

framelet transform and utilizes local visibility and smallest univalue segment 

assimilating nucleus (SUSAN) features fusion rules for coefficient selection at 

different levels. The final fused image is obtained from the superposition of 

selected coefficients in bot low- and high- frequency bands. The fused medical 

image that is produced by this framework presents a visually better 

representation than the input images. Experimental results highlights the 

expediency and suitability of the proposed algorithm and the efficiency is 

carried by the comparison made between proposed and existing algorithm. 
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Chapter 1

PERFORMANCE ASSESSMENT

IN I MAGE FUSION

Gemma Piella∗

DTIC, Universitat Pompeu Fabra, Barcelona, Spain

Abstract

We present different measures to evaluate image fusion based on the
structural similarity between the inputs and the fused image. These mea-
sures do not require a ground-truth and are easy to compute. They are
compliant with subjective evaluations and can therefore be used to com-
pare different image fusion methods or to find the best parameters for a
given fusion algorithm.

Keywords: image fusion, image quality, assessment
AMS Subject Classification:68U10

1. Introduction

The widespread use of image fusion methods (e.g. in military applications,
surveillance or medical diagnostics), has increased the need for pertinent per-
formance or quality assessment tools to compare results obtained with different
algorithms or to obtain an optimal setting of parameters for a given fusion algo-
rithm.

∗E-mail address: gemma.piella@upf.edu
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2 Gemma Piella

In most cases, image fusion is only a preparatory step to some specific task
such as human monitoring, and thus the performance of the fusion algorithm
has to be measured in terms of improvement of the subsequent tasks. For ex-
ample, in classification tasks, a common evaluation measure is the percentage
of correct classifications. This requires that the ‘true’ correct classifications are
known. In experimental setups, however, the availability of a ground-truth is
not guaranteed.

In this chapter, we focus on image fusion performance measures which can
be computed independently of the subsequent task. More precisely, we are inter-
ested in measures that express the successfulness of an image fusion technique
by the extent that it creates a fused image that retains salient information from
the sources while minimizing the number of artifacts or the amount of distortion
that could interfere with interpretation.

In Section 2, we briefly review the state-of-the art methods for measuring
fusion performance. In Section 3, we present some variants of a quality measure
for image fusion. The interest of these measures, which are based on the struc-
tural similarity index introduced by Wang et al. in [20, 21], lies in the fact that
they do not require a ground-truth or reference image and are easy to compute.
In Section 4, we use these measures to evaluate fused images. Results show that
such measures are compliant with subjective evaluations and can therefore be
used to compare different image fusion methods or to find the best parameters
for a specific fusion algorithm.

2. Existing Approaches to Image Fusion Performance

In many applications, the end user or interpreter of the fusion result is a human.
Thus, human perception of the fused image is of paramount importance and
therefore, fusion results are often evaluated by subjective criteria [13, 16, 9].
This involves human observers to judge thequality of the resulting images. As
such a ‘human quality measure’ depends highly on psychovisual factors, these
subjective tests are difficult to reproduce or verify. Furthermore, they are time
consuming and expensive. This shows clearly the need for objective measures
that quantify the performance of fusion algorithms. The key problem is how
to quantify a subjective impression like image quality. One way to ‘solve’ this
problem is by associating quality with the deviation of the experimental fused
image from the ‘ideal’ one [18, 5, 19]. Then, another problem arises, namely,
how to define the ‘ideal’ fused image. An alternative approach is to quantify
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Performance Assessment in Image Fusion 3

the quality based solely in the fused image; that is, without reference to the
source images or a ground-truth. In this case, any objective non-reference qual-
ity image can be used. For example, contrast-to-noise ratio, entropy or gradient
strength have been used [8, 6]. Finally, another approach is to design perfor-
mance measures which, without assuming knowledge of a ground-truth, can be
used for quality assessment of the fused image by quantifying the degree to
which the fused image is ‘related’ to the input sources [24, 12, 11, 4].

Examples of reference-based quality measures for fusion
Various fusion algorithms presented in the literature have been evaluated by
constructing some kind of ideal fused imagexR and comparing with the exper-
imental fused resultxF [7, 18, 5, 19]. In this case, fusion evaluation amounts
to measure the distortion or dissimilarity betweenxR andxF . The smaller the
distortion, the better the quality of the fused image.

Thel2-metric (i.e., root mean squared error), given by

d2(xR, xF ) =

(
1

MN

M∑

m=1

N∑

n=1

(
xR(m, n)− xF (m, n)

)2
)1/2

(1)

(whereM , N are the dimensions of the images), is widely used for such pur-
poses, notwithstanding its well-known limitations. In a certain way, it measures
the total amount of energy distortion. High errors correspond to high distor-
tions. Directly related measures are the signal to noise ratio and the peak signal
to noise ratio.

Another class of measures is based on concepts from information theory.
The empiricalmutual informationis often used for fusion evaluation:

I(xR; xF ) =
L∑

u=1

L∑

v=1

pR,F (u, v) log2

pR,F (u, v)
pR(u)pF (v)

, (2)

wherepR, pF are the normalized graylevel histograms ofxR, xF , respectively,
pR,F is the joint graylevel histogram ofxR andxF , andL is the number of
bins. The measureI(xR; xF ) indicates how much information the fused image
xF conveys about the referencexR. Thus, the higher the mutual information
betweenxF andxR, the morexF resembles the idealxR. In this sense, mu-
tual information can be interpreted as a ‘similarity’ measure, in contrast with
thel2-metric in (1) which can be seen as a ‘dissimilarity’ (i.e., distortion) mea-
sure. Ideally, one hasI(xR; xF ) = H(xR), whereH is the empirical entropy,
although this does not imply thatxR = xF .
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4 Gemma Piella

Examples of non-reference quality measures for fusion
An example of an objective performance measure which does not assume the
knowledge of a ground-truth was given by Xydeas and Petrović in [24]. Their
performance measure models the accuracy with which visual information is
transferred from the source images to the fused image. In their approach, im-
portant visual information is associated with edge information measured for
each pixel. Thus, they measure the fusion performance by evaluating the rel-
ative amount of edge information that is transferred from the input images to
the fused image. This amount is normalized to the range[0, 1], so that value0
corresponds to the ‘complete loss’ of edge information from the sources to the
outputxF , and value1 to the ‘total preservation’.

Another non-reference objective performance measure was proposed by
Qu et al. in [12]. They evaluate fusion performance by adding the mutual
information between the fused image and each of the input images, i.e., they
compute

I(xA; xF ) + I(xB; xF ) , (3)

wherexA, xB are the input images to be fused andI is computed as in (2). The
higher the value in (3), the better the quality of the fused image is supposed to
be.

Other examples of non-reference objective performance measure are those
based on the structural similarity index, presented on the next section, and those
proposed in [1, 2, 14, 4, 10].

3. A Structural Quality Measure for Image Fusion

This section discusses an objective non-reference quality assessment method
for image fusion that utilizes local measurements to estimate how well salient
information contained within the sources is represented by the fused image. The
method, based on the structural similarity index [20, 21], was first proposed
in [11]. Variants include [3, 25, 26].

3.1. The Structural Similarity Index

We present a brief introduction to the structural image similarity index that was
introduced by Wang et al. in [20, 21]. Given two imagesx andy of sizeM×N ,
let x̄ denote the mean ofx andσ2

x, σxy the variance ofx and covariance ofx, y,
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respectively, i.e.,

σ2
x =

1
MN−1

M∑

m=1

N∑

n=1

(
x(m, n)− x̄

)2

σxy =
1

MN−1

M∑

m=1

N∑

n=1

(
x(m, n)− x̄

)(
y(m, n)− ȳ

)
.

The structural similarity index (SSIM) is defined by

Q0(x, y) =
(2x̄ȳ + C1)(2σxy + C2)

(x̄2 + ȳ2 + C1)(σ2
x + σ2

y + C2)
,

which can be decomposed as

Q0(x, y) =
2x̄ȳ + C1

x̄2 + ȳ2 + C1
· 2σxσy + C2

σ2
x + σ2

y + C2
· σxy + C2/2
σxσy + C2/2

, (4)

whereC1, C2 are small constants to avoid the denominator to be zero. This in-
dex measures the similarity of imagesx andy, and takes values between -1 and
1. The first component in (4) corresponds to a kind of average luminance distor-
tion and it has a dynamic range of[0, 1] (assuming nonnegative mean values).
The second component measures a contrast distortion and its range is also[0, 1].
The third factor is the correlation coefficient betweenx andy. The maximum
valueQ0 = 1 is achieved whenx andy are identical.

Since image signals are generally non-stationary, it is appropriate to mea-
sure the numberQ0 over local regions and then combine the different results
into a single measure. Wang et al. [20, 21] proposed to use a sliding window
approach: starting from the top-left corner of the two imagesx, y, a sliding win-
dow of fixed size moves pixel by pixel over the entire image until the bottom-
right corner is reached. For each windoww, the local quality indexQ0(x, y | w)
is computed for the valuesx(m, n) andy(m, n) where pixels(m, n) lie in the
sliding windoww. Finally, the overall image quality indexQ0 is computed by
averaging all local quality indices:

Q0(x, y) =
1

|W |
∑

w∈W

Q0(x, y | w) , (5)

whereW is the family of all windows and|W | is the cardinality ofW .
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6 Gemma Piella

The structural similarity index and its variants have been compared (un-
der several types of distortions) to existing image measures such as the mean
squared error (MSE) or visual information fidelity (VIF) [15]. The main con-
clusion is that it exhibits similar performance to VIF, outperforming the MSE in
terms of correlation with subjective evaluations. This is due to the index’s abil-
ity of measuring structural distortions, in contrast to the MSE which is highly
sensitive to thel2-energy of errors.

3.2. A SSIM-based Fusion Quality Measure

We use the image quality indexQ0 defined in (5) to define a quality measure
Q(xA, xB, xF ) for image fusion which should express the ‘quality’ ofxF given
the inputsxA, xB.

We denote bys(xA|w) the saliency of imagexA in window w. It should
reflect the local relevance of imagexA within the windoww, and it may depend
on, e.g., contrast, variance, or entropy. Given the local salienciess(xA|w) and
s(xB|w) of the two input images, we compute a local weightλ(w) between 0
and 1 indicating the relative importance of imagexA compared to imagexB:
the largerλ(w), the more weight is given to imagexA. A simple choice for
λ(w) is

λ(w) =
s(xA|w)

s(xA|w) + s(xB|w)
. (6)

We define the fusion quality measureQ(xA, xB, xF ) as

Q(xA, xB, xF ) =
1

|W |
∑

w∈W

(
λ(w)Q0(xA, xF |w)+

(
1−λ(w)

)
Q0(xB, xF |w)

)
. (7)

Thus, in regions where imagexA has a large saliency compared toxB, the
quality measureQ(xA, xB, xF ) is mainly determined by the ‘similarity’ ofxF

and input imagexA. On the other hand, in regions where the saliency ofxB is
much larger than that ofxA, the measureQ(xA, xB, xF ) is determined mostly
by the ‘similarity’ of xF and input imagexB.

At this point, our model has produced a quality measure which gives an
indication of how much of the salient information contained in each of the in-
put images has been transferred into the fused image. However, the different
quality measures obtained within each window have been treated equally. This
is in contrast with the human visual system which is known to give higher im-
portance to visually salient regions in an image. We now define another variant
of the fusion quality measure by giving more weight to those windows where
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the saliency of the input images is higher. These correspond to areas which
are likely to be perceptually important parts of the underlying scene. There-
fore, the quality of the fused image in those areas is of more importance when
determining the overall quality. The saliency of a window can be defined as
C(w) = max {s(xA|w), s(xB|w)}. The weighted fusion quality measureis
then obtained as

QW (xA, xB, xF ) =
∑

w∈W

c(w)
(
λ(w)Q0(xA, xF |w) +

(
1 − λ(w)

)
Q0(xB, xF |w)

)
,

(8)
wherec(w) = C(w)/

(∑
w′∈W C(w′)

)
. There are various other ways to com-

pute the weightsc(w) (for example, we could defineC(w) = s(xA|w) +
s(xB|w)), but we have found that the choice made here is a good indicator
of important areas in the input images.

We introduce one final modification of the fusion quality measure that takes
into account some aspect of the human visual system, namely the importance
of edge information. Note that we can evaluateQW in (8) using ‘edge im-
ages’ (e.g., the norm of the gradient) instead of the original grayscale images
xA, xB andxF . Let us denote the edge image corresponding withxA by x′

A.
Now we combineQW (xA, xB, xF ) andQW (x′

A, x′
B, x′

F ) into a so-callededge-
dependent fusion quality measureby

QE(xA, xB, xF ) = QW (xA, xB, xF )1−α · QW (x′
A, x′

B, x′
F )α , (9)

where the parameterα ∈ [0, 1] expresses the contribution of the edge image
compared to the original image: the closerα is to one, the more important is the
edge image.

Note that the three proposed measures have a dynamic range of[−1, 1]. The
closer the value to 1, the higher the quality of the fused image.

4. Experimental Results

Assessing the performance of the quality measures for image fusion requires a
calibrated set of subjective evaluations trials against which the proposed objec-
tive quality measures can be compared. Examples of such sets had been used in
[23, 9] to validate some of the non-reference quality fusion measures presented
in this chapter. Results showed that, for those given tests, gradient-based al-
gorithms (such as [24]) and those based on SSIM (such asQW ) corresponded
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8 Gemma Piella

much better to the subjective evaluations. Thus, these kind of measures can be
useful to replace or assist subjective tests.

As illustration, we use the proposed fusion quality measures defined
in (7), (8) and (9) to evaluate different multiresolution image fusion schemes.
We do not, however, have a calibrated set of subjectives evalutations to compare
with.

In the computation of the quality measures defined in last section, we take
λ(w) as in (6), withs(xA|w), s(xB|w) being the variance of imagesxA and
xB, respectively, within the windoww of size8 × 8. In all displayed images,
we have performed a histogram stretching and we have scaled the gray values
of the pixels between0 (black) and255 (white).

4.1. Case Studies

In the next two experiments, we present some results using the Laplacian pyra-
mid, the ratio pyramid and the spatially-invariant discrete wavelet transform
(SIDWT) as multiresolution transforms of the input sources. In all cases we
perform a3-level decomposition. We combine the coefficients of the multireso-
lution decompositions of each input by selecting at each position the coefficient
with a maximum absolute value, except for the approximation coefficients from
the lowest resolution where we take the average. For comparison, we also use
the simple fusion method of averaging the input images.

Case1. Fusion of Complementary Blurred Images - Figure 1

First, we take as input images the complementary pair shown in the top row
of Figure 1. They have been created by blurring the original ‘Cameraman’ im-
age of size256×256 with a disk of diameter of11 pixels. The images are com-
plementary in the sense that the blurring occurs at the left half and the right half,
respectively. In the second row we display their total weights used to compute
QW in (8). More specifically, each pixel(m, n) in the left image contains the
valuec(w)λ(w) with w being the window whose top-left corner corresponds to
(m, n). Similarly, the right image displaysc(w)

(
1 − λ(w)

)
for everyw ∈ W .

The fused images obtained by the Laplacian pyramid, the ratio pyramid, the
SIDWT and the average are depicted in the third and fourth row, from left to
right. Table 1 compares the quality of these fused images using our proposed
quality measures. The first row corresponds to the fusion quality measureQ
defined in (7), the second row to the weighted fusion quality measureQW in (8)
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and the third row to the edge-dependent fusion quality measureQE in (9) with
α = 1/2. For comparison, we also compute thel2-metric in (1) between the
original ‘Cameraman’ image and each of the fused images. Note that in ‘real’
fusion scenarios we do not have access to the original image. The resulting er-
rors are shown in the last row of Table 1. Figure 1 shows that the Laplacian
and SIDWT methods are comparable and that they outperform the other two
schemes. Note, for instance, the blurring (e.g., in the buildings) and the loss
of texture (e.g., in the grass) of the fused images obtained by the ratio pyramid
and averaging. Furthermore, in the ratio-pyramid fused image, the details of
the man’s face have been cleared out, and in the average fused image, the loss
of contrast is evident. These subjective visual comparisons are corroborated by
the results in Table 1. Note that the Laplacian method has a higherQE than the
SIDWT. This is most likely due to the fact that the former method is better able
to preserve edges and reduce the ringing artifacts around them.

Table 1. Comparison between different quality measures for the fused
images in Figure 1

measure Laplacian Ratio SIDWT Average

Q 0.903 0.764 0.930 0.830

QW 0.962 0.827 0.965 0.874

QE 0.966 0.781 0.962 0.689

d2 8.41 164.35 13.03 30.66

Case2. Fusion of a Magnetic Resonance Image (MRI) and a Computer
Tomography (CT) Image - Figure 2

Consider now the input images in the top row of Figure 2. We repeat the same
computations as described above. The results are shown in Figure 2 and Table 2.
In this case, however, as we do not have a reference image to compare with,
we cannot compute thel2-metric. Instead, we use a measure based on mutual
information. More precisely, the results in the last row of Table 2 have been
obtained by adding the mutual information between the fused image and each
of the inputs, such as in (3), and dividing it by the sum of the entropies of the
inputs, i.e.,

MI (xA, xB, xF ) =
I(xA; xF ) + I(xB; xF )

H(xA) + H(xB)
.
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10 Gemma Piella

Figure 1. Case1. Top: input imagesxA (left) andxB (right). Second row:
total weightsc · λ (left) andc · (1 − λ) (right). Third row: fused images with
a Laplacian (left) and a ratio (right) pyramid decompositions. Bottom: fused
images with a SIDWT (left) decomposition and averaging (right).

In thisway, we normalize the measure in (3) to the range[0, 1].
In Figure 2, we can see that again the Laplacian and SIDWT methods clearly

outperform the other two methods. For both of them, many details (specially the
brain tissue in the magnetic resonance image) have been lost. Moreover, due to
the high contrast in the input images, the ratio pyramid blows up the dynamic
range for some pixels, which makes it necessary to clip them in order to be able
to ‘visualize’ the image. Again, the subjective visual analysis is consistent with

Complimentary Contributor Copy



Performance Assessment in Image Fusion 11

Table 2. Comparison between different quality measures for the fused
images in Figure 2

measure Laplacian Ratio SIDWT Average

Q 0.661 0.601 0.699 0.636

QW 0.799 0.673 0.770 0.642

QE 0.834 0.645 0.814 0.608

MI 0.337 0.221 0.409 0.691

the new quality indices, as shown in Table 2. In both experiments, the edge-
dependent fusion quality measure gives a stronger separation between the good
results (Laplacian and SIDWT) and the bad results (ratio and average). Note that
the last row, where mutual information has been used, gives the best ranking to
the average fusion method. However, mutual information has been shown to be
a good indicator of the quality of multiresolution-based fused images [12] (as
long as the average is not taken in all levels for the construction of the fused MR
decomposition).

Conclusion

Objective performance assessment in fusion is largely an open problem and has
received much attention in the last few years.

In this chapter, we have discussed some objective quality measures for im-
age fusion which do not require a reference image and correlate well with sub-
jective criteria as well as with other existing performance measures. These mea-
sures are easy to calculate and applicable to various input modalities (and hence
to different fusion applications). In particular, they give good results on vari-
able quality input images since they take into account the locations as well as
the magnitude of the distortions.

There are several areas in which these quality measures can be extended. For
example, considering color images [17]. Other visual mechanisms of our visual
system may also be taken into account. One such mechanism is multiresolution.
Since the sensitivity of the human visual system varies over spatial frequencies,
it seems natural to compute the quality measures with respect to the scales of the
objects that appear in the image [22]. Another possible extension is to include
object or region information. Rather than calculating the quality measure in
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12 Gemma Piella

Figure 2. Case2. Top: input imagesxA (MRI, left) andxB (CT image, right).
Second row: total weightsc ·λ (left) andc ·(1−λ) (right). Third row: fused im-
ages with a Laplacian (left) and a ratio (right) pyramid decompositions. Bottom:
fused images with a SIDWT (left) decomposition and averaging (right).

fixed windows, one might choose to segment the sources first and compute the
measure region by region [11, 14].

Further research is also necessary to study the influence of the different
parameters of the measures (e.g., size of the window, choice of saliency and
weights, etc.), and how to select them in order to optimize the quality measures.
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Abstract

In this work, we propose an efficient framework for integrating or fus-

ing thermal and visual images. This category of fusion finds application

in navigation and surveillance systems. The main idea in this category of

fusion is to successfully extract significant information from both of the

thermal and visual images and combine them to form the fused image.

The fused image has better representation of the entire scene as compared

to the source images alone. Since, human beings are the principal judge

of navigation and surveillance systems, we explore the ability of visual at-

tention property of the human visual system (HVS) to generate the fused

image. Generally, techniques for modeling the visual attention generate

saliency maps in order to highlight the relative importance of pixels (or

regions) in any image based on HVS. In the proposed approach, we use

saliency maps from the source images to combine the significant thermal

∗E-mail address: sahai@uwindsor.ca
†E-mail address: goravb@iitj.ac.in
‡E-mail address: jwu@uwindsor.ca
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information with the significant visual information. The saliency maps

serve two purposes. Firstly, they highlight the salient areas in the thermal

and visual images. Secondly, the saliency values are also used to com-

pute weights to generate the final fused image. Hence, the salient parts of

the visual and thermal images are retained in the fused image. Different

types of visual attention modeling techniques are used in the framework

to demonstrate their relative performance in thermal and visual image

fusion. Though the chosen modeling technique plays a key role in the

performance of the fusion framework, our experiments on various image

sets demonstrate the promise of the proposed approach in terms of vi-

sual inspection and different objective evaluation criteria. The novelty of

the approach lies in developing a framework for saliency based fusion of

thermal and visual information.

Keywords: image fusion, thermal images, image saliency, surveillance

1. Introduction

In general, a straightforward way to define image fusion is to merge ‘effec-

tive’ information from different source images to form a single image having

equivalent ‘effective’ information of all the source images combined. The word

‘effective’ refers to the type of the information sought by the user from each im-

age. Also, the nature of the source images may be different; for example, visual,

thermal, different kinds of medical images and so on. Depending on the infor-

mation sought and types of source images, several categories of image fusion

have come into existence. In the present work, we chose to work on the fusion

of visual and thermal images. Hence, the type of input or source images re-

quired for the fusion are different in nature. This kind of fusion aids or expands

the ability of human vision by the integration of significant data which is other-

wise invisible in visual images. The role of visual and thermal image fusion in

surveillance and navigation has gained much importance in recent years [37]. In

the areas of surveillance, this kind of fusion can aid in night-time vigilance [3]

and concealed weapon detection [5]. For navigation and tracking, this fusion

can improve the visual image in adverse weather conditions like smoke, fog,

cloud (resulting in insufficient ambient light) [16] and night-time driving [34].

This type of fusion can also aid defect inspection [34] and human detection [10].

Due to its vast applicability, we make it our focus of discussion in this chapter.

The present chapter is arranged as follows. In the remaining part of this sec-

tion, we discuss the problems in thermal and visual image fusion along with the
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Saliency Based Framework for Thermal and Visual Image Fusion 19

existing works in the area. In section 2, we explain the reasons for choosing

image saliency to fuse visual and thermal images. Also, relevant image saliency

detection techniques are discussed. The saliency based framework for fusion is

discussed in details in section 3. The experiments, evaluation measures and per-

formance analysis of the saliency based framework are conducted in section 4.

Finally, section 5 presents the concluding remarks.

1.1. Basics of Thermal and Visual Image Fusion

The thermal image used as one of the sources in fusion captures the radiation

emitted or reflected by the elements in the scene of inspection in the infrared

range of the electromagnetic spectrum. The detail in the thermal image is ex-

pected to increase with the increase of thermal contrast among the elements of

the scene. During night time and adverse weather conditions, targets can be

better detected from the thermal image rather than the visual image. The ther-

mal image is usually captured with infrared (IR) cameras. Depending on the

operating frequency range, the output of the IR camera varies greatly. Hence,

operating frequencies are varied based on the nature of the scene of inspection.

On the other hand, visual images are captured by the cameras operating in the

visual frequency range. The human visual system (HVS) is used to process vi-

sual image that can capture background details better than the thermal image

acquisition system. At the same time, since visual cameras depend on ambient

light, they fail to capture details pertaining to thermal contrast. Hence, by com-

bining the important information (which are complementary in nature) from the

thermal and visual images, the ability to inspect a scene gets better [38]. The

images obtained from the visual and IR cameras need to be registered first to

facilitate the fusion process which generates a single image having better infor-

mation than each of the source images. There are a variety of techniques that

have been developed over several years for this sort of fusion. The following

discussion presents a synopsis of the existing literature in thermal and visual

image fusion.

1.2. Existing Works in Thermal and Visual Image Fusion

Several approaches in the field of thermal and visual image fusion are present

in literature. The approaches present a plethora of different avenues followed to

achieve the same goal. The very basic technique for any kind of image fusion

is the pixel level averaging [17], where the mean value of the corresponding
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pixels of the source images is used to represent the same pixel in the fused

image. More sophisticated weighting techniques are given in Principal Com-

ponent Analysis (PCA) based weighting [27] and Adaptive Weight Averaging

(AWA) [18] methods. While the PCA based weighting uses the eigen vector

corresponding to the largest eigen value of each source image, the AWA based

method performs the fusion of IR and visual images by weights decided accord-

ing to the local variance. One of the fundamental operations used in thermal and

visual image processing is to generate the fused image by simply representing

each of its pixels by the maximum of the value of the corresponding pixels in the

source images. This is essentially the assignment of full weight to the maximum

valued pixel and zero weight to the other.

Another approach uses the multiscale processing of the source images to

generate the final fused image. In this approach, the first step is obtaining

the pyramidal structure after the forward multiscale decomposition of both of

the source images. Then, the activity level of the co-efficient is determined

based on the pixel or window based or region based processing. Next, based

on the activity level, the composite pyramidal structure of the fused image

is formed. Finally, reverse multiscale decomposition is applied to this struc-

ture to obtain the fused image [5]. There are several techniques existing in

this genre. Contrast Pyramid [39], Gradient Pyramid [8, 25], Discrete Wavelet

Transform (DWT) [19, 41, 26, 12], Wavelet Packet Transform [2] and more re-

cently Framelet Transform [3]. These methods differ in the type of multiscale

transform chosen and the type of activity level measure. Also, some of them

apply different strategies to high frequency and low frequency subbands. Apart

from the multiscale transforms, other transforms like Fourier Transform [29],

PCA [9], Independent Component Analysis (ICA) [24] and Discrete Cosine

Transform (DCT) [33, 13] are used for the fusion. The processing steps us-

ing each of these transforms vary and cannot be unified to present a common

strategy.

Another approach uses the statistical estimation theory to generate the fused

image from the source images. The composite image is estimated by the prob-

ability models formed using the source images. In this regard, Gaussian Mix-

ture Model (GMM) [4], Markov Random Field (MRF) [42] and Hidden Markov

Model (HMM) [6] based techniques exist in the literature. Apart from the afore-

mentioned approaches, learning based approaches are used involving neural net-

works [28] and more recently, sparse representation [44].

Complimentary Contributor Copy



Saliency Based Framework for Thermal and Visual Image Fusion 21

2. Why Image Saliency?

Human beings have the ability to locate the most informative part of any image,

while inspecting it. This also involves spontaneous detection of any part, region

or object in an image such that it stands out from the rest of the image. This

ability of HVS is called visual attention. Computational techniques for model-

ing visual attention are available [22] and generally, they come up with saliency

maps indicating the relative importance of different regions in an image as per

the human attention. Hence, saliency map obtained from any image would high-

light the most important part or parts that stand-out from the image as per the

HVS. Saliency models have been applied to visual images to extract maps for

different purposes like image texture classification [23], feature extraction [31],

image quality assessment [30], and more specific applications like yarn surface

evaluation [20]. However, computing saliency maps from thermal images is also

beneficial as any interesting event in thermal image is likely to have a contrast

difference with the remaining portion of the image. Since, contrast difference is

an imminent factor in determining visual attention [15], saliency maps are likely

to respond to this contrast difference. As an example, we show the saliency map

in Fig. 1(b) obtained from the corresponding thermal image in Fig. 1(a) using

the co-occurrence histogram based saliency computation method [22]. We will

discuss all the images of the figure in detail after discussing all of the related

saliency computation techniques. We discuss four saliency computation tech-

niques which have been used in our saliency based framework. This discussion

is necessary for the following reasons. First, it gives basic idea about generating

the saliency maps in four fundamentally different ways. Second, it prepares a

ground for explaining the performance of the saliency based framework using

different types of saliency maps. The following four types of saliency map ex-

traction techniques are chosen as they widely differ in their working principles

and present comparative yet different saliency maps from each other.

2.1. Color Co-occurrence Histogram Based Saliency

The technique is proposed by Lu and Kim [22] and it uses color co-occurrence

histograms to derive the saliency map. Co-occurrence histograms capture the

local variation of intensity for each intensity value present in the image. There-

fore, information regarding the discontinuity between object and image region

is captured. In this technique, the normalized co-occurrence histogram is ex-
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tracted separately from the three color channels of the image. Then, the average

value of the co-occurrence histogram for each channel is calculated. The val-

ues above the corresponding average in each channel are considered to form

the saliency map for that channel. Ultimately, the saliency maps for the three

channels are averaged to obtain the final saliency map. As most of the ther-

mal images are grayscale, saliency map from the only channel is available for a

grayscale image. Thus, this way of finding saliency map relies on the rarity of

intensity co-occurrence.

2.2. Graph Based Visual Saliency

Graph-based Visual Saliency [14] (GBVS) relies on extracting features from

the images as per the human attention or fixation. The feature map is formed

by linear filtering using Gabor filters followed by non-linear filtering. Then, a

Markovian approach considering the distance or dissimilarity between regional

feature values is used to form an activation map. Finally, normalization of the

activation map takes place according to another Markovian process depending

on the higher activation map values to obtain the saliency map.

2.3. Image Signature Based Saliency

This technique of saliency detection is proposed by Hou et al [15]. They pro-

posed a feature called image signature (ISIG) derived from the sign of the DCT

coefficients obtained from the image. Based on theoretical arguments, they

showed that the feature can approximate the spatial location of a foreground

hidden in a background, with the conditions that the foreground is sparse and

the background is spectrally sparse. They experimentally demonstrate that the

foreground location identified by image signature is consistent enough with the

ground truth human eye fixation data over several images.

2.4. Frequency Tuned Saliency

Frequency tuned saliency [1] (FTS) is targeted to generate the saliency map

by appropriate use of the frequency range. Low level features like color and

luminance are used to generate the saliency maps. The features are extracted by

the Difference-of-Gaussians (DOG) filter. The variances of the Gaussian filters

are carefully chosen to retain high frequency content properly. The saliency

map obtained by this process has well defined object boundaries compared to

Complimentary Contributor Copy



Saliency Based Framework for Thermal and Visual Image Fusion 23

the other methods discussed earlier and several other techniques present in the

literature. To generate a saliency map using this method for our work, only a

single channel is available for use.

(a)

(b) ( c)

( d) (e)

Figure 1. Saliency maps obtained for a thermal image shown in (a) using dif-

ferent techniques: (b) co-occurrence histogram based saliency (c) graph based

visual saliency (d) image signature based saliency and (e) frequency tuned

saliency.

2.5. Analysis of the Saliency Map

We are now able to analyze the saliency maps shown in Figs. 1(b)-(e) ob-

tained by the respective techniques from the image in Fig. 1(a). We find that
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in Fig. 1(b), the maximum intensity is obtained at the corner of the roof of the

house. This is due to the fact that the co-occurrence histogram based saliency

relies on variations in neighborhood intensities and corner of the house is differ-

ent from the neighboring regions. Also, the next high intensity is shown for the

man in the image. High values of saliency corresponding to the man are also ob-

tained for the GBVS and ISIG as shown in the Figs. 1(c) and (d), though the rest

of the portions these two saliency maps are different. The FTS technique, on the

other hand, assigns importance to the outlines of objects and hence the differ-

ences between objects are made much clear as shown in Fig. 1(e). In course of

this, it is also able to assign high intensity to the man in the image. This result

is in keeping with their results reported in [1].

The purpose to integrate the visual and thermal image is to aid the human

observer for a better representation of the important information from both of

the source images to improve the ‘situational awareness’ [38]. Hence, saliency

maps from both of the images are likely to improve the visual interpretation of

a given scene.

3. Saliency Based Fusion Framework

Based on our discussion in the section above, we design a saliency based frame-

work for the fusion of thermal and visual images. The aim is to capture im-

portant information from the source images IT (thermal image) and IV (visual

image). An important feature of thermal and visual image fusion is that the

source information gathered from different sensors often lack necessary redun-

dancy [5, 32]. Simple averaging or taking maximum of two sources at a pixel

is likely to give an improved fused image [32]. However, a weighting scheme

based on image saliency needs to be explored as it aims to combine the signif-

icant information from the sources as per HVS. In this section, we discuss the

saliency based framework for image fusion. The block diagram of the frame-

work is presented in Fig. 2. Saliency maps ST and SV , which are of the same

dimension as the source images, are extracted from source images IT and IV

respectively. Also, the saliency maps are normalized between the values of 0

and 1. With these saliency maps, we have the salient regions from both of the

images in our grasp. Now, in order to generate the fused images, following steps

are implemented. First, the saliency maps ST and SV are compared. For each

pixel i, the maximum of ST (i) and SV (i) is computed to form SM (i). Thus,
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Figure 2. Block diagram of saliency based framework.

SM(i) = max(ST (i), SV (i)). Next, the following weights are computed

WT (i) =
ST (i)

SM (i)
, WV (i) =

SV (i)

SM (i)
(1)

It is apparent from the aforesaid equations that the maximum value of WT (i)
or WV (i) can be 1 depending on the source of the SM (i). Therefore, unless
the minimum of the two saliency values at pixel i is 0, the weights WT (i) and
WV (i) are both non-zero. Also, we find that either of WT (i) and WV (i) will be
1, when ST (i) 6= SV (i). The fused image is computed as

IF (i) =
WT (i)IT (i) + (1 − WT (i)) IV (i) + WV (i)IV (i) + (1 − WV (i)) IT (i)

2
(2)

Thus, the equation shows unless any of the weights is zero, the fused image

pixel is composed of the weighted combination of the corresponding pixels

from of both of the images. For analysis, if WT (i) = 1 and WT (i) 6= WV (i),

IF (i) = IT (i)+WV (i)IV (i)+(1−WV (i))IT (i)
2 . This implies that IT (i) is weighted

higher than 0.5 and IV (i) is weighted less than 0.5. This is reasonable as ther-

mal image for pixel i is weighted more due to its higher saliency. Also, based

on WV (i), IT (i) can be of significant higher weight compared to IV (i) in this

case. Hence, the majority of the contribution is obtained using the pixel val-

ues from that source image with higher value of saliency. If the saliency values

from both of the images are close, the composite pixel value tends towards the

higher of the pixel values in the source images. Hence, the fused image is

combined of the important information from the thermal and visual images,

as desired. The framework when used with co-occurrence histogram based

saliency, is called Fusion CH. It is also called Fusion GBVS, Fusion ISIG and

Fusion FTS when used with graph based visual saliency, image signature based

saliency and frequency tuned saliency respectively. The fused image generated
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(a) (b)

( c) (d)

( e) ( f)

Figure 3. Results with framework for image set 1: (a) thermal image and (b)

visual image. The fused images given by our framework are shown in next

four images using (c) Fusion CH (d) Fusion GBVS (e) Fusion ISIG and (f)

Fusion FTS (source image size : 360× 270).
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(a) (b)

( c) (d)

( e) ( f)

Figure 4. Results with framework for image set 2: (a) thermal image and (b)

visual image. The fused images given by our framework are shown in next

four images using (c) Fusion CH (d) Fusion GBVS (e) Fusion ISIG and (f)

Fusion FTS (source image size : 360× 300).
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(a) (b)

( c) (d)

( e) ( f)

Figure 5. Results with framework for image set 3: (a) thermal image and (b)

visual image. The fused images given by our framework are shown in next

four images using (c) Fusion CH (d) Fusion GBVS (e) Fusion ISIG and (f)

Fusion FTS (source image size : 240× 180).
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(a) (b)

( c) (d)

( e) ( f)

Figure 6. Results with framework for image set 4: (a) thermal image and (b)

visual image. The fused images given by our framework are shown in next

four images using (c) Fusion CH (d) Fusion GBVS (e) Fusion ISIG and (f)

Fusion FTS (source image size : 360× 240).
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(a) (b)

( c) (d)

( e) ( f)

Figure 7. Results with framework for image set 5: (a) thermal image and (b)

visual image. The fused images given by our framework are shown in next

four images using (c) Fusion CH (d) Fusion GBVS (e) Fusion ISIG and (f)

Fusion FTS (source image size : 360× 240).
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using the saliency based fusion framework is shown in Fig. 3. All of the ther-

mal and visual image sets used in this work are taken from TNO-UN Camp

database [35, 36] of surveillance images from TNO Human Factors provided by

A. Toet. The fused images for image set 1 using the saliency based framework

are shown in Fig. 3. Apart from the intruder showed in one of the source im-

ages, the background information about the fences is also brought forward by

saliency based techniques. In Fig. 4, the intruder is shown in the thermal image

but the background information about the intruder consisting of the branches of

the trees, the path and fences are shown in the visual images. The fused images

are able to combine all of these together. In Fig. 5, in spite of the haze in the

visual image, certain objects are found in the thermal image. In the fused im-

age, the framework is able to combine the mountain, haze and all the required

objects. In Fig. 6, the contour of the sand dune is visible in the visual image,

but the intruder can be seen in the thermal image only. The framework can com-

bine all of this information together in the fused image. In Fig. 7, the human

and the bus present in the thermal image can be easily identified in the fused

images. In spite of the visual evidence of the effectiveness of the framework,

a qualitative analysis is required to understand the comparative strengths of the

saliency based techniques and several existing techniques in the literature.

4. Experimental Results

In this section, we present the experiments and results obtained using the

saliency based framework. As we have already presented the visuals of the

fused images using different saliency extraction techniques for five image sets

(Figs. 3-7), the rest of this section discusses two aspects. Firstly, the definitions

and effectiveness of the qualitative measures used to evaluate the quality of the

fused image are discussed. Secondly, a comparative study of the saliency based

framework is carried out against eight existing techniques in the literature.

4.1. Evaluation Measures

The evaluation procedure followed for the comparison of the proposed frame-

work with the existing methods essentially amounts to evaluating the fused im-

age irrespective of any ground truth. Several types of evaluation strategies have

been used in different works [21, 3, 5]. However, the work presented in [21]

has highlighted the disadvantages of several of these strategies. Therefore, the
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evaluation measures are chosen based on their advantages indicated in different

studies. Mostly, the aim has been to evaluate the fused image with measures that

compare the fused image with the sources by computing the information transfer

between them. The chosen evaluation measures are Cross Entropy, QIT IV /IF

computed based on transmitted edge information and finally, the Image Fusion

Performance Measure. The definitions of these measures are given below.

I. Cross Entropy. From the source images IT and IV and the fused image

IF , the cross entropy (CE) is computed as follows:

CE =
ER(IT , IF ) + ER(IV , IF )

2
(3)

where ER(X, Y ) is the function used to compute the relative entropy of

the image X relative to the image Y as

ER(X, Y ) =
L

∑

i=0

pX(i)log2

pX(i)

pY (i)
. (4)

Here pX(i) is the normalized frequency of the intensity level i computed

from the image X . The total number of intensity levels is (L + 1). The

value computed using the function ER(X, Y ) is always non-negative [11]

and becomes zero only when X = Y . The relative entropy of X with

respect to Y gives a physical idea about the excess number of bits (in

this case, excess information) required to infer about the distribution of X

when that of Y is given instead of X . Therefore, smaller value of CE indi-

cates that less amount of excess information is required to infer about the

source images when the fused image is available. In turn, this signifies that

fused image has more of the information from the source images. How-

ever, it is shown in [21] that presence of noise makes it difficult to evaluate

with CE . Hence, we have used two more measures for the evaluation.

II. QIT IV /IF . This edge based similarity measure gives the similarity be-

tween the edges transferred in the fusion process [43]. Mathematically,

QIT IV /IF is defined as

QIT IV /IF =

M
∑

i=1

[

Q
IT IF

i wT
i + Q

IV IF

i wV
i

]

M
∑

i=1

[

wT
i + wV

i

]

. (5)
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where IT , IV and IF represent the sources and the fused image respec-

tively. The weights wT
i and wV

i are computed using the edge strength.

The definition of Q
IT IF

i and Q
IV IF

i are same and given as

Q
IT IF

i = Q
IT IF

g,i Q
IT IF

α,i , Q
IV IF

i = Q
IV IF

g,i Q
IV IF

α,i . (6)

such that Q
IT IF

g,i and Q
IT IF

α,i are the edge strength and orientation preserva-

tion values at pixel i respectively from the source image IT to fused image

IF . The dynamic range for QIT IV /IF is [0,1] and it should be as close to

1 as possible for better fusion, with 1 indicating the perfect fusion.

III. Image Fusion Performance Measure (IFPM). IFPM [40] is defined as

IFPM =
CI(IF , IT , IV )

H(IT , IV )
(7)

The numerator CI(IF , IT , IV ) is representative of the total mutual infor-

mation between the sources and fused image. It is calculated as

CI(IF , IT , IV ) = I(IT ; IF ) + (IV ; IF |IT ). (8)

The first term in the aforesaid equation computes the mutual information

between IT and IF . The second term computes the conditional mutual

information of IV and IF when IT is given. Thus, this second term is

a measure of the information shared between IV and IF only. The de-

nominator in Eqn. 7, is the joint entropy of the source images and hence

a measure of the information conveyed by all the source images together.

When the fused image conveys the same information as all the source im-

ages together, IFPM equals 1 indicating perfect fusion. Thus, IFPM values

lie between 0 and 1 and higher values indicate better fusion.

4.2. Comparison with Existing Approaches

The comparison of the proposed framework is carried out using the afore-

mentioned evaluation measures. The proposed framework is used with four

saliency methods already discussed earlier. Hence, we compare Fusion CH, Fu-

sion GBVS, Fusion ISIG and Fusion FTS with the existing techniques which

include averaging [17], contrast pyramid [39], DWT [19], gradient pyramid [8],

laplacian pyramid [7], selecting maximum valued pixel [17], morphological

pyramid [12] and PCA [27]. The results using Cross Entropy are presented
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in Fig. 8 for five image sets. For image sets 1 and 4, the lowest CE is ob-

tained by the Fusion CH. Fusion FTS obtains the least CE for image sets 3 and

5. For image set 2, the contrast pyramid performs better than the others. The

saliency based framework has competitive or better performance than the other

techniques as shown in the graphs. Thus, in terms of transmitting information

from the sources to the fused image, the saliency based framework is effective

considering CE .

As we compare using QIT IV /IF in Fig. 9, except for image set 2, maximum

value based fusion performs better than the rest. In image set 2, Fusion GBVS

is the best performer. Hence, in terms of transmission of edge based informa-

tion the saliency based framework is effective, though several other methods of

equivalent or higher effectiveness exist.

The comparison results using IFPM is presented in Fig. 10. This exper-

iment shows that Fusion FTS performs much better than the Fusion CH, Fu-

sion GBVS and Fusion ISIG. For image sets 3 and 4, it performs better than the

rest of the methods. For image sets 1 and 2, PCA based weighting is the best

performer and selecting maximum valued pixel based fusion performs best for

image set 5.

We have presented a comprehensive evaluation of the proposed method with

three evaluation measures. However, we find that it is difficult to interpret and

draw a comprehensive conclusion in this way. Hence, we present a ranking

methodology based on the three measures. For each image set and a perfor-

mance evaluation measure, we rank all the measures from 1 to 12. For example,

fusion techniques having lower CE have lower ranking since lower values of

CE indicate better fusion. In contrast, fusion techniques having higher values

of QIT IV /IF (or IFPM) are ranked lower since higher values of QIT IV /IF (or

IFPM) indicate better fusion. Hence, lower rank will always indicate a better

measure for efficient fusion. Now, for all of the techniques, we take the mean for

all of their ranks over different image sets and evaluation measures. As shown

in Table 1, the final rank assigned to each measure is based on sorting their

mean ranks in ascending order. The fusion technique with the lowest rank is

Fusion CH and that with the highest rank is gradient pyramid based technique.

These ranks are dependent on the type of fusion, fusion technique used, image

sets considered for testing as well as the performance evaluation measures con-

sidered. Though the techniques based on our saliency framework are simple and

linear way of generating the fused image, Fusion CH and Fusion FTS perform

better than several existing techniques in the literature.
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(a) (b) ( c)

1.  Fusion_CH

2.  Fusion_GBVS

3.  Fusion_ISIG

4.  Fusion_FTS

5.  Averaging [8]

6.  Contrast Pyramid [11]

7. DWT [14]

8.  Gradient Pyramid [12]

9. Laplacian Pyramid [44]

10. Selecting maximum

      valued pixel [8]

11. Morphological Pyramid [17]

12. PCA [9]

Figure 8. Comparison of the saliency based fusion techniques (shown along the x-axis, names of the techniques are

shown in the legend) with existing techniques using Cross Entropy (shown along the y-axis). (a), (b), (c), (d) and (e)

enlist the comparison results for image sets 1, 2, 3, 4 and 5 respectively.
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1.  Fusion_CH

2.  Fusion_GBVS

3.  Fusion_ISIG

4.  Fusion_FTS

5.  Averaging [8]

6.  Contrast Pyramid [11]

7. DWT [14]

8.  Gradient Pyramid [12]

9. Laplacian Pyramid [44]

10. Selecting maximum

      valued pixel [8]

11. Morphological Pyramid [17]

12. PCA [9]

Figure 9. Comparison of the saliency based fusion techniques (shown along the x-axis, names of the techniques are

shown in the legend) with existing techniques using QIT IV /IF (shown along the y-axis). (a), (b), (c), (d) and (e)

enlist the comparison results for image sets 1, 2, 3, 4 and 5 respectively.
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1.  Fusion_CH

2.  Fusion_GBVS

3.  Fusion_ISIG

4.  Fusion_FTS

5.  Averaging [8]

6.  Contrast Pyramid [11]

7. DWT [14]

8.  Gradient Pyramid [12]

9. Laplacian Pyramid [44]

10. Selecting maximum

      valued pixel [8]

11. Morphological Pyramid [17]

12. PCA [9]

Figure 10. Comparison of the saliency based fusion techniques (shown along the x-axis, names of the techniques are

shown in the legend) with existing techniques using IFPM (shown along the y-axis). (a), (b), (c), (d) and (e) enlist

the comparison results for image sets 1, 2, 3, 4 and 5 respectively.
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Table 1. Final ranking of different fusion techniques

Method Ranking

Fusion CH 1

Fusion FTS 2

Selecting maximum valued pixel [17] 3

PCA [27] 4

Laplacian Pyramid [7] 5

Fusion ISIG 6

Fusion GBVS 7

Morphological Pyramid [12] 8

Contrast Pyramid [39] 9

Averaging [17] 10

DWT [19] 11

Gradient Pyramid [8] 12

Conclusion

This chapter presented a framework for the fusion of visual and thermal images.

The framework relies on the theory of visual attention and shows that impor-

tant information that can be detected by human eyes in thermal images can be

indicated by saliency maps as well. Important information in visual images is

detected by saliency maps, as indicated by earlier research. Hence, an effort is

made to develop an image fusion framework based on saliency maps. These

maps are used to form weights to linearly combine information from the source

images.

Four different types of saliency map extraction techniques are applied to

the framework to obtain four different versions of the same. The ability and

effectiveness of the framework are demonstrated by its performance on a suite

of different image sets. In order to quantitatively analyze the performance of

the framework, three evaluation measures with respective benefits are used to

compare the four versions with the existing techniques in the literature. The

saliency based framework showed competitive performance with the existing

techniques. Also, a procedure is used to combine the quantitative performance

using all evaluation measures to assign a final rank to all the fusion techniques

Complimentary Contributor Copy



Saliency Based Framework for Thermal and Visual Image Fusion 39

compared in this work. Two saliency based techniques are identified as the best

approaches among the techniques compared using this methodology.

After demonstrating the effectiveness of the saliency based framework, the

open question remains about the optimal way to use saliency maps to generate

a fused image. An intuitive and reasonable approach is followed in this work

to use saliency maps for fusing thermal and visual images. However, finding

the optimal way to use the saliency maps for image fusion is a topic of further

research and is left as a future work.
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FUSION OF MULTIFOCUS COLOR IMAGES
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OF THE COLOR PLANES
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Abstract

Commonly in the light microscopy, the limited Depth-of-Field (DOF)

of an imaging system causes blur images when the sample is wider than

the DOF of the optical system. Additionally, the DOF decreases as the

magnification increases. In order to extend the DOF of a microscopic

system we propose a multifocus image fusion method based on the mod-

ulus of the gradient color planes. This procedure is applied to multi-focus

microscopy color images which have been acquired by the bright-field re-

flection microscopy technique. Our results are obtained using real spec-

imens and any post-processing step is done over the fused image. The

proposed method is simple, fast and practically free of artifacts or false

color.
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Keywords: Multifocus Image fusion, gradient color operator, depth of field,

optical microscopy
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1. Introduction

In general, focusing is a procedure of adjusting the distance between an optical

system and its image plane until a contrast-enough image is reached. Focusing

cameras is an important problem in computer vision and microscopy, due to the

limited depth of field (DOF) of some optical systems. Particularly, images of

thick objects acquired by using a microscope system are strongly blurred in the

portion of the object that lies outside of the depth of field of the microscope

objective lens. This means that, only small regions of the field of view are in-

focus. In order to overcome this problem some techniques such as wavefront

coding [1][2] and image fusion [3] [4] have been proposed.

Typically, many digital techniques have been proposed to generate fusion

schemes. These fusion schemes are divided in (a) pixel-based image fusion

[5], (b) neighborhood-based image fusion [6] and multiresolution image fusion

[7][8]. It is well know that, image fusion schemes have been broadly used in

many context such as in optical microscopy [9], medical imaging [10], hyper-

spectral [11] and pancromatic imaging [12], anti-tank landmine detection [13],

and many others applications.

Currently, image fusion allows merging images from multiple sensors or

even multiple images from the same sensor [14][15][10]. Its goal is to integrate

complementary information to provide a composite image which could be used

to better understanding of the entire scene. A common found problem can be

to fuse multifocus images, which are acquired from optical imaging systems.

The challenge is to obtain a resulting fused image that contains enough-sharp

information.

Generally, a current solution in multifocus image fusion is to reconstruct an

image of the whole specimen by acquiring multi-focus images corresponding to

each focused plane of the sample. The important thing is to find from each slice-

image the region that is better focused in order to obtain an overall fused image

with enough contrast in all the field of view. As we will see in this chapter,

the digital image fusion methods take different in-focus parts of a sample and
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digitally or numerically combine them into a single composite image which

contains the entire focused scene.

Many works have been published related with multifocus image fusion

schemes. However, the main amount of these papers work with monocromatic

input images to get a final fused image. Only a few of them have proposed the

fusion of multifocus color images, and less common in the particular application

of using microscopic samples [3][6][16].

In this chapter, we have proposed a new method of fusion of color images by

pixels based on the Modulus of the Gradient Color planes (MGC) [17][18]. This

algorithm requires the computation of the gradient for each image-channel from

a RGB image. The procedure is fast and generate high sharply fusion images.

The main application of our method is in the context of optical microscopy.

The microscopic samples used in this chapter are metallic and biological with

several textures and with irregular surfaces.

This chapter is organized as follows: in section 2, it is described the modulus

of the gradient of color planes algorithm. This algorithm is the core of the

method. Section 3 is used to explain the image fusion scheme step by step.

Experiments and image acquisition are described in section 4. In the section

5, the fusion results including fused images are shown. Finally, in section 6

a discussion of the results and the conclusions of the method performance are

included.

2. The Modulus of the Gradient of the Color Planes

(MGC)

It is not unknown that in the RGB space, color vectors of Red, Green and Blue

components are related to each pixel of a RGB image, which is commonly

given by,

C(x, y) = R(x, y)̂i + G(x, y)ĵ + B(x, y)k̂, (1)

where R(x, y), G(x, y), and B(x, y) are the RGB space channels and î, ĵ, and

k̂ the unitary direction vectors.
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Figure 1. Modulus of the Gradient Color operator |MGC[C(x, y)]| obtained by

taking the Euclidean distance between color vectors.
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A compound gradient image I
g
C(x, y) = |MGC[C(x, y)]| can be recon-

structed from the resulting images of the gradient modulus of |∇R|, |∇G|, and
|∇B|. This compound image can be calculated by [19][20],

I
g
C(x, y) =

√

(

∂R

∂x

)2

+

(

∂G

∂x

)2

+

(

∂B

∂x

)2

+

(

∂R

∂y

)2

+

(

∂G

∂y

)2

+

(

∂B

∂y

)2

.

(2)

In general, the modulus of the gradient of the color planes I
g
C , is computed

using the Euclidean distance as [18],

I
g
C(x, y) = |MGC[C(x, y)]|=

√

√

√

√

band
∑

i=1

[

(

∂C(x, y, i)

∂x

)2

+

(

∂C(x, y, i)

∂y

)2
]

, (3)

where i = 1, .., band is the dimensionality of the color space and

|MGC[C(x, y)]| is the color gradient operator. In the particular case of work-

ing with the RGB space, band = 3 is used. A vectorial sketch of computation

of the modulus of the gradient color planes is shown in the Figures 1 and 2.

Dx Dy
Modulus

Green

Blue

Red

|MGC[C(x,y)]|

a) b)

R G B

Figure 2. (a) Input color image and (b) MGC edge map.
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Original Ng Y_YIQ MGC

(a) (b) (d)( )c

Figure 3. (a) Input color images, (b)intensity channel, (c) Y channel from the

YIQ color space, and MGC edge map of (a).
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Currently, the partial derivative along the x − axis of a two-dimensional

function C(x, y, i) can be approximated by the difference,

∂C(x, y, i)

∂x
≈ C(x, y, i)− C(x + 1, y, i), (4)

in a similar way, the partial derivative along the y − axis is given by,

∂C(x, y, i)

∂y
≈ C(x, y, i)− C(x, y + 1, i). (5)

Therefore, the modulus of the gradient color planes is an edge map that can
be computed by the expression,

I
g
C (x, y) =

√

√

√

√

band
∑

i=1

[(C(x, y, i) − C(x + 1, y, i))2 + (C(x, y, i) − C(x, y + 1, i))2].

(6)

In the Figure 3, the edges on an individual image directly in the color vector

space are shown.

3. Image Fusion Scheme

Extended DOF in microscopy systems can increase the quantity of reachable

most structural details available in thick specimens. Extended DOF have been

obtained using different digital fusion methods. In this section, we propose

a new approach to extended DOF through the modulus of the color gradient

planes. We can start this section by establishing some definitions of the pro-

posed method.

Let Cj(x, y, i) be a z − stack of N input color images, where j = 1, .., N .

The index i = 1, .., band represents the color channel. In order to highlight the

details in the input images, we have used sharpening spatial filters known as

Sobel HS
k , Prewitt HP

k , Kirsch HK
k , and Frei-Chen 1

2
√

2
HF

k . The four filters are

shown in the Figure 4 and the mxn size in the Figure 5.

Therefore, a sharpening version gj(x, y, i) of the input color image

Cj(x, y, i) is reconstructed by the maximum pixel values from each k filtered

image Ck
j (x, y, i) as follows,
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Figure 4. (a) Sobel, (b) Prewitt (c) Kirsch and (d) Frei-chen filters in the four

cardinal directions.

Fj(x, y, i) = maxk[C
k
j (x, y, i)]. (7)

Now, we can define a new fusion scheme Φ given by,

Φ(x, y, i) =

{

C1(x, y, i), |MGC[F1(x, y, i)]| ≥ |MGC[F2(x, y, i)]|,
C2(x, y, i), otherwise.

(8)

where |MGC[Fj(x, y, i)]| is the modulus of the color gradient planes of

Fj(x, y, i) for j = 1, 2; which can be computed by Ec. (6). Schematically

the image fusion procedure is shown in the Figure 6.
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Figure 5. Sobel filters in the four cardinal directions for different sizes.

In order to measure the performance of the fusion algorithm, we have im-

plemented the mean µ of the Φ(x, y, i) of the color fused image as follows,

µ =

M−1
∑

x=0

N−1
∑

y=0

MGC[Φ(x, y, i)]. (9)

This last value is related with the contrast of a color fused image.

4. Image Acquisition and Experiments

A motorized microscope Carl Zeiss Axio Imager M1 is used for the image

acquisition of the biological test samples. This system contains an integrated
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C1
C2

C (x,y,band)1

Yes

No

C (x,y,band)2

g (x,y,i)  = max (C (x,y,band)*h )j k j k

h
k

MGC[g (x,y,band)]=EC (x,y)j j

(a)

(b)

(c )

(d)

Figure 6. Steps of the fusion scheme. (a) input color images Cj(x, y, i) where

j = 1, 2, (b) sharpening version gj(x, y, i) of the input color images, (c) mod-

ulus of the color gradient operator of gj(x, y, i), (d) fusion rule based on the

maximum pixel values from |MGC[Fj(x, y, i)]|.

AxioCam Mid Range Color camera of 5 megapixels with an image resolution

of 2584 (H) X 1936 (V) pixels and a pixel size of 8.7mm X 6.6mm. The

microscope make uses of a x − y platform where the sample is located and a

motorized stage to control the z − focus position is employed. The numeri-

cal aperture NA and the magnification M of the objectives of the microscope

system used during the experiment are related according with the Table 1. This

parameters will be used for the determination of the depth variation z.

The depth-of-focus ∆z′ in the monochromatic case is defined as follows

[21],

∆z′ =
nλ

(NA)2
, (10)

where λ is the wavelength of the light and n the refractive index. The relation
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Figure 7. The depth-of-focus versus the NA.

Table 1.

Objective magnification Numerical Aperture ∆z (DOF)

2.5X 0.16 50 micras

10X 0.30 20

40X 0.75 3

60X 0.9 2

100X 0.9 1

between depth-of-field ∆z and depth-of-focus ∆z′ is given by [21],

∆z′ = M2

objective∆z
n′

n
, (11)
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Figure 8. Microscopic imaging system.

where n′ and n are, respectively, the media refractive indexes in the object and in

the image space. The numerical aperture NA and magnification M are related

by the following formula,

M = cteNA, (12)

and

NA = nsin(α). (13)

where α is the angular semi-aperture on the objective side. As we can see, in

Figure 7 when the numerical aperture is increased, the depth of focus becomes

smaller. For the case of the DOF, it is sketched in the Figure 8.

In order to measure the effectiveness of our proposed algorithm, the Figure

9 shows a stack of slice-images of some real samples illuminated by means of

the bright-field technique and at different z depth positions, with z < ∆z.
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I proceduremage acquisition

Z j

Figure 9. A z−stack of color slice-images from a biological sample which

are acquired using the bright-field illumination technique at different z−depth

positions.

5. Fusion Results

The digital color images which are taken from different focus planes of biolog-

ical and metallic samples are shown in the Figures 10 and 11.
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(a) (b)

( c) (d)

Figure 10. Test images acquired from biological samples of (a) bacillus of yo-

gurt, (b) amniotic fluid, (c) tape to measure the glucose levels, and (d) bee eye.

They are amplified by different objectives from amplifications of 10X , 20X ,

and 40X and NA = 0.3, 0.5, and 0.75 respectively.

In this part we analyze the effectiveness of using the fusion scheme imple-

mented for multifocus color images. In our first case, the biological sample

is a bacillus of yogurt. Digital images of a bacillus of yogurt are acquired at

M = 40X , N.A. = 0.75, and an axial distance of z = 3µm between the two

focal planes. The fusion results using the enhancement MGC edge map with

different sharpening filters are shown in the Figures 12 to 13.

In the second example, images of the same bacillus of yogurt are acquired

but using the amplification M = 10X , and N.A. = 0.3. An axial distance of

z = 3µm between the three focal planes is considered. The fusion results using

the enhancement MGC edge map with different sharpening filters are shown in

the Figures 14 and 15.

In the third case the bacillus of yogurt is now acquired at M = 20X ,

N.A. = 0.5, and an axial distance of z = 3µm between ten focal planes.

The fusion results using the enhancement MGC edge map with different sharp-
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(a) (b)

Figure 11. Test images acquired from metallic samples. They are amplified by

different objectives from amplifications of 10X , 20X , and 40X . The numerical

apertures are from 0.3, 0.5, and 0.75 respectively. (a) coin, and (b) cylindric

piece of metal.

Figure 12. Bacillus of yogurt images acquired at M = 40X , N.A. = 0.75,

and an axial distance of z = 3µm between the two focal planes. (a) focal

plane A, (b) focal plane B, and (c) Result of image fusion using the proposed

enhancement MGC edge map.
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Figure 13. Results of image fusion using the proposed enhancement MGC edge

map with the sharpening filters of (a) Frei-Chen (F=1), (b) Kirsch (F=2), (c)

Prewitt (F=3), and (d) Sobel filter (F=4). (e) The results shown that the enhance-

ment MGC edge map with Kirsch filter gives a major contrast fused image.
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Figure 14. The sample is a bacillus of yogurt. The images are acquired at

M = 10X , N.A. = 0.3, and an axial distance of z = 3µm between the three

focal planes. (a) focal plane A, (b) focal plane B, and (c) focal plane C.

ening filters are shown in the Figures 16 to 17. A major contrast fused image is

obtained using the Kirsch filter.

An image of amniotic fluid is acquired at M = 10X , N.A. = 0.3, and

an axial distance of z = 10µm between the two focal planes. The fusion re-

sults using the enhancement MGC edge map with different sharpening filters

are shown in the Figures 18 to 19. A major contrast fused image is obtained

using the Kirsch filter.

An image of a tape to measure the glucose levels is acquired at M = 10X ,

N.A. = 0.3, and an axial distance of z = 10µm between the two focal planes.

The fusion results using the enhancement MGC edge map with different sharp-

ening filters are shown in the Figures 20 to 21. A major contrast fused image is

obtained using the Kirsch filter.
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Figure 15. Results of image fusion using the proposed enhancement MGC edge

map with the sharpening filters of (a) Frei-Chen (F=1), (b) Kirsch (F=2), (c) Pre-

witt (F=3), and (d) Sobel filter (F=4). The results shown that the enhancement

MGC edge map with Kirsch filter gives a major contrast fused image.
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Figure 16. Results of image fusion using the proposed enhancement MGC edge

map. The sample is a bacillus of yogurt acquired at M = 20X , N.A. = 0.5,

and an axial distance of z = 3µm between the ten focal planes. The results

shown that the enhancement MGC edge map with Kirsch filter gives a major

contrast fused image.

An image of bee eye is acquired at M = 10X , N.A. = 0.3, and an axial

distance of z = 10µm between the four focal planes. The fusion results using
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(a) (b)

( c) (d)

(e)

Figure 17. (a) focal plane 1, (b) focal plane 3, (c) focal plane 6 and (d) focal

plane 9. Results of image fusion using the proposed enhancement MGC edge

map with the sharpening Kirsch filter.
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Figure 18. The sample is amniotic fluid. The images are acquired at M = 10X ,

N.A. = 0.3, and an axial distance of z = 10µm between the two focal planes.

(a) focal plane A, (b) focal plane B, and (c) fused image. The results shown that

the enhancement MGC edge map with Kirsch filter gives a major contrast fused

image.

the enhancement MGC edge map with different sharpening filters are shown in

the Figures 22 and 23. Also a major contrast fused image is obtained using the

Kirsch filter.

A stack-image of human tissue is acquired at M = 2.5X , N.A. = 0.16,

and an axial distance of z = 700µm between the four focal planes. The fusion

results using the enhancement MGC edge map with different sharpening filters

are shown in the Figures 24 and 25. A major contrast fused image is obtained

using the Kirsch filter.

An image of a key is acquired at M = 2.5X , N.A. = 0.16, and an axial
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Figure 19. Results of image fusion by means of the proposed enhancement

MGC edge map with the sharpening filters of (a) Frei-Chen (F=1), (b) Kirsch

(F=2), (c) Prewitt (F=3), and (d) Sobel filter (F=4). The results show that the

enhancement MGC edge map with Kirsch filter again gives a major contrast

fused image.

Complimentary Contributor Copy



Fusion of Multifocus Color Images from Microscopic Samples ... 67

(a) (b)

( )c

Figure 20. The sample is a tape to measure the glucose levels acquired at M =
10X , N.A. = 0.3, and an axial distance of z = 10µm between the two focal

planes. (a) focal plane A, (b) focal plane B, and (c) fused image. The results

shown that the enhancement MGC edge map with Kirsch filter gives a major

contrast fused image.

distance of z = 2000µm between the two focal planes. The fusion results using

the enhancement MGC edge map with different sharpening filters are shown in

the Figures 26 to 27. A major contrast fused image is obtained using the Kirsch

filter.

An image of a metallic key is acquired at M = 2.5X , N.A. = 0.16, and

an axial distance of z = 2000µm between the two focal planes. The fusion

results using the enhancement MGC edge map with different sharpening filters
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Figure 21. Results of image fusion using the proposed enhancement MGC edge

map with the sharpening filters of (a) Frei-Chen (F=1), (b) Kirsch (F=2), (c) Pre-

witt (F=3), and (d) Sobel filter (F=4). The results shown that the enhancement

MGC edge map with Kirsch filter gives a major contrast fused image.
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Figure 22. The sample is a bee eye acquired at M = 10X , N.A. = 0.3, and an

axial distance of z = 10µm between the four focal planes. (a) focal plane 1, (b)

focal plane 2, and (c) focal plane 3, (d) focal plane 4, and (e) fused image. The

results shown that the enhancement MGC edge map with Kirsch filter gives a

major contrast fused image.
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Figure 23. Results of image fusion using the proposed enhancement MGC edge

map with the sharpening filters of (a) Frei-Chen (F=1), (b) Kirsch (F=2), (c) Pre-

witt (F=3), and (d) Sobel filter (F=4). The results shown that the enhancement

MGC edge map with Kirsch filter gives a major contrast fused image.
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(a) (b)

(d)( )c

Figure 24. The sample is human tissue acquired at M = 10X , N.A. = 0.3, and

an axial distance of z = 10µm between the four focal planes. (a) focal plane 1,

(b) focal plane 2, and (c) focal plane 3, (d) focal plane 4, and (e) fused image.

The results show that the enhancement MGC edge map with Kirsch filter gives

a major contrast fused image.

are shown in the Figures 26 to 27. A major contrast fused image is obtained

using the Kirsch filter.

6. Discussion and Conclusion

We have presented a novel procedure to extend the DOF of a microscopic sys-

tem. The main contribution of our method is to obtain fused color images with
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Figure 25. Results of image fusion using the proposed enhancement MGC edge

map with the sharpening filters of (a) Frei-Chen (F=1), (b) Kirsch (F=2), (c)

Prewitt (F=3), and (d) Sobel filter (F=4). The results show that the enhancement

MGC edge map with Kirsch filter gives a major contrast fused image.
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(a) (b)

( )c

Figure 26. The sample is a metallic key. The image is acquired at M = 2.5X ,

N.A. = 0.16, and an axial distance of z = 2000µm between the two focal

planes. (a) focal plane 1, (b) focal plane 2, and (c) fused image. The results

show that the enhancement MGC edge map with Kirsch filter gives a major

contrast fused image.

high-frequency information from multi-focus color images.

We have proposed the Modulus of the Gradient of the Color planes MGC,

which is commonly used as an edge detection method. The results shows that,

the proposed enhancement MGC edge map can be implemented as a fusion

scheme of multi-focus color images in the context of microscopy imaging.

Experimental results shows the effectiveness of the proposed method by

testing several stacks illuminated with the bright-field technique. Images from

Complimentary Contributor Copy



74 C. Toxqui-Quitl, R. Hurtado-Pérez, A. Padilla-Vivanco et al.
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Figure 27. Results of image fusion using the proposed enhancement MGC edge

map. Using the filters (a) Frei-Chen (F=1), (b) Kirsch (F=2), (c) Prewitt (F=3),

and (d) Sobel filter (F=4). The results show that the enhancement MGC edge

map with Kirsch filter gives a major contrast fused image.
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(a) (b)

(d)( )c

Figure 28. The sample is a key. The image is acquired at M = 2.5X , N.A. =
0.16, and an axial distance of z = 2000µm between the three focal planes. (a)

focal plane 1, (b) focal plane 2, (c) focal plane 2, and (d) fused image. The

results show that the enhancement MGC edge map with Kirsch filter gives a

major contrast fused image.

biological and metallic samples have been used to test the performance of the

MGC algorithm. This MGC proposed algorithm is mathematically simple in

comparison with other techniques as the wavelet transform. Also, the algorithm

is fast to implement because it requires a small number of operations.

According with the qualitative and quantitative results, the final fused image

contains the main details or the high frequency information of the multifocus

input images. Also, the MGC edge map can be used as focus measure, it is
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Figure 29. Results of image fusion using the proposed enhancement MGC edge

map. Using the filters (a) Frei-Chen (F=1), (b) Kirsch (F=2), (c) Prewitt (F=3),

and (d) Sobel filter (F=4). The results show that the enhancement MGC edge

map with Kirsch filter gives a major contrast fused image.
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(a) (b)

( c) (d)

(e) (f)

Figure 30. The sample is cylindric piece of metal. The image is acquired at

M = 20X , N.A. = 0.5, and an axial distance of z = 10µm between the

sixteen focal planes. (a) focal plane 1, (b) focal plane 4, (c) focal plane 8, (d)

focal plane 12, (e) focal plane 16, and (f) fused image. The results show that

the enhancement MGC edge map with Kirsch filter gives a major contrast fused

image.
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Figure 31. Results of image fusion using the proposed enhancement MGC edge

map. Using the filters (a) Frei-Chen (F=1), (b) Kirsch (F=2), (c) Prewitt (F=3),

and (d) Sobel filter (F=4). The results show that the enhancement MGC edge

map with Frein-Chen and Kirsch filter gives a major contrast fused image.
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also implemented for evaluating the contrast or sharpness of a color final fused

image.

Minimum experimental conditions are required to acquire the digital im-

ages. Each fused image is obtained from a z − stack of multi-focus images

which are acquired at the same amplification and the same NA. If the magni-

fication is constant in a specific image fusion using the MGC method then the

overall fused image does not present artifacts. Additionaly, when illumination

does not change along a z − stack acquisition the fused image results do not

present false color. The typical way to get constant illumination in the micro-

scope is by means of a khöler illumination system.

One of the important advantage of the proposed fusion method is that, it

works for different amplifications of the samples. Practically, good results are

obtained for all cases under study.

As preprocessing, we have used four different filters such as Frein-Chen,

Kirsch, Sobel and Prewitt over the input images. The interest of taking into

account these operations is to enhance input images before the MGC planes op-

erator works. With this in mind, the MGC algorithm reach a better performance.

We can conclude that, MGC method preserves contrast of the input im-

ages, it does not generate visible artifacts in the fused image and it is easy-to-

implement.
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Abstract 

The main objectives of this chapter are to evaluate the performances of 

different image fusion techniques for the enhancement of spectral and textural 

variations of different forest types and toapply arefined maximum likelihood 

classifier for the extraction of forest class informationfrom the fused images in 

order to update a forest geographical information system (GIS). For the data 

fusion, modified intensity-hue-saturation (IHS) transformation, principal 

components analysis (PCA) method, Gram-Schmidt fusion, color normalization 

spectral sharpening, wavelet-based method, and Ehlers fusion are used and the 

results are compared. Of these methods, the better results are obtained through 

the use of the modifiedIHS transformation, PCA and wavelet-based fusion. The 

refined classification method uses spatial thresholds defined from contextual 

knowledge and different features obtained through a feature derivation process. 

The result of the refined classification is compared with the results of a standard 

method and it demonstrates a higher accuracy. Overall, the research indicates that 

multisource data fusion can significantly improve the interpretation and 
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classification of forest types and the elaborated refined classification method is a 

powerful tool to increase classification accuracy. 

Introduction 

Forest is a very important natural resource that plays a significant role in keeping 

an environmental stability, ecological balance, environmental conservation, food 

security and sustainable development in both developed and developing 

countries[1]. In recent years, deforestation and forestland degradation have 

become the main concern for forest specialists and ecologists as well as policy 

and decision-makers dealing with the environment [2,3]. It has been found that 

much of the existing forests have been destroyed, mainly by shifting cultivation, 

timber preparation, legal and illegal logging, forest fires and increased number of 

people involved in agricultural activities [4,5,6,7]. To protect and conserve the 

deteriorating forest, it is vitally important for forest planners to have an updated 

forest map, integrate it with other thematic layers of a GIS and conduct 

sophisticated analysis. 

In recent years, integrated approaches of optical and synthetic aperture radar 

(SAR) images have been increasingly used for forest mapping and analysis 

[8,9,10,11,12]. The combined application of optical and SAR data sets can 

provide unique information for different forest studies because passive sensor 

images will represent spectral variations of the top layer of the forest classes, 

whereas microwave data, with its penetrating capabilities, can provide some 

additional information about forest canopy. It is clear that the integrated use of the 

optical and microwave data sets can significantly improve forest class 

interpretation and analysis, because a specific forest type which is not seen on the 

passive sensor image may be observable on the microwave image and vice versa 

because of the complementary information provided by the two sources [13]. 

One of the prominent methods to combine remote sensing (RS) data from 

multiple sources is image fusion. Image fusion techniques usuallyattempt to 

combine images with different spectral and spatial resolutions and increase 

detailed information in the hybrid product produced by the fusion process 

[14,15,16]. Over the years, different fusion methods have been developed for 

improving spectral and spatial resolutionsof RS data sets. The techniques most 

encountered in the literature are the modified IHS transform, the Brovey 

transform, the PCA method, the Gram-Schmidt method, the local mean matching 

method, the local mean and variance matching method, the least square fusion 

method, the color normalization spectral sharpening, the wavelet-based fusion, the 
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multiplicative method and the Ehlers fusion [17,18,19]. Most image fusion 

applications use modified approaches or combinations of these methods. 

Traditionally, multispectral RS data sets have been extensively used for forest 

mapping and, for this purpose, diverse classification methods have been applied. 

The traditional methods mainly involved supervised and unsupervised methods 

and hence, a great number of techniques have been developed [20]. Unlike single-

source optical data, data sets from multiple sources have proved to offer better 

potential for discriminating between different forest cover types. Many authors 

have assessed the potential of multisource images for the classification of 

different forest classes [21,22,23,24,25]. In RS applications, the most widely used 

multisource classification techniques are parametric methods, neural networks, 

decision tree classifier, Dempster–Shafer theory of evidence, and knowledge-

based methods [26]. 

The aims of this chapter are(a) to investigate and evaluate different image 

fusion techniques for the enhancement of spectral and textural variations of 

different forest types, later to be used for training sample selection, and (b) to 

apply arefined maximum likelihood classifier for the extraction of forest class 

informationfrom the fused images in order to update a forest GIS. The selected 

fusion techniques are themodifiedIHS transformation, the PCA method, the 

Gram-Schmidt fusion, the color normalization spectral sharpening, the wavelet-

based method, and the Ehlers fusion. For the refined classification, spatial 

thresholds defined from the contextual knowledge were applied. For the analysis, 

optical and SAR images with different spatial resolutions as well as some GIS 

data of the forest area in Mongolia wereused. 

Study Area and Data Sources 

As a test site, Bogdkhan Mountain situated in central part of Mongolia, near the 

Ulaanbaatar city has been selected. It is a strictly protected area and one of the 

world’s oldest officially and continuously protected sites. Officially declared a 

sacred mountain reserve in 1778, evidence of its protected status dates back to the 

13th century. Because of its universal natural or cultural significance, the 

mountain was added to the UNESCO World Heritage Tentative List on August 6, 

1996 [27].Within the vicinity of this region, the cutting of trees, polluting rivers, 

hunting of wild animals or digging of the land are severely prohibited. 

The mountain has a territory of 41651ha, of which 55% is covered by forest. 

The entire massif extends about 32km from the East to the West and 16 km from 

the North to the South. It has 588 species of high plants, which are related to 256 
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genuses of 70 families. The 135 species such as carex, artemisa, oxytropis that 

relate to 11 main genuses comprise 22.9% of all species distributed on the 

mountain. Forest is distributed on the altitude range of 1400m (1450m)- 2100m 

(2150m) above sea level and consists of 3 sub zones such as mountain plateau, 

taiga and taiga type. Cedar and larch dominate the forest cover but pine, birch, 

spruce and poplar also occur [8]. 

 

 

Figure 1. Landsat TM image of the Bogdkhan Mountain (R=band3, G=band4, B=band2). 

The size of the displayed area is about 28.2km x 20.0km. 

The data used consisted of Landsat TM data from 31 July 2010 and Envisat 

SAR imageacquired on 25 March2010. The Landsat TM data have seven 

multispectral bands (B1: 0.45–0.52μm, B2: 0.52–0.60μm, B3: 0.63–0.69μm, B4: 

0.76–0.90μm, B5: 1.55–1.75μm, B6: 10.40–12.50μm and B7: 2.08–2.35μm). The 

spatial resolution is 30 m for the reflective bands, while it is 120 m for the thermal 

band. In the current study, channels 2,3,4,5 and 7 have been used. The Envisat is a 

European Earth-observing satellite carrying a cloud-piercing, all-weather free 

polarimetric radar, which is designed to monitor the Earth from a distance of 

about 790km. In the present study, a C-band (i.e.5.36GHz) HH polarization image 

has been selected. In addition, a topographic map from 1969, scale 1:50,000 and a 

forest taxonomy map (made by the combined use of an aerial photograph from 

1963 and ground survey from 1988), scale 1:100,000 were available, accordingly. 
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Figure 1 shows the study area in a Landsat TM image of 2010 and some examples 

of its forest cover. 

Georeferencing of Multisource Images 

In order to perform accurate data fusion, both high geometric accuracy and good 

geometric correlation between the images are needed. Initially, the Envisat image 

was rectified to the coordinates of the Landsat TMimage using 11 more regularly 

distributed ground control points (GCP)s defined from topographic and forest 

taxonomy maps of the study area. The GCPs have been selected on clearly 

delineated sites such as morphological structures, forest areas and roads. For the 

transformation, a second-order transformation and nearest-neighbour resampling 

approach were applied and the related root mean square (RMS) error was 0.526 

pixels. The original and predicted coordinates as well as error values in both x and 

y directions are shown in Table 1. As seen from the Table 1, for each of the 

selected GCP, the RMS error is lower than 0.9 pixels. It indicates that there is a 

good geometric correspondence between the two images. 

Table 1. The selected GCPs and total RMS error 

No Base X Base Y Warp X Warp Y Predict X Predict Y Error X Error Y RMS 

1 4985.25 2652.75 2304.50 2068.50 2304.52 2068.51 0.021 0.011 0.0239 

2 4046.00 1846.75 843.00 1151.00 842.82 1151.34 -0.174 0.349 0.3904 

3 4070.50 1974.75 899.75 1320.25 899.43 1319.78 -0.313 -0.462 0.5584 

4 4195.00 2472.25 1188.00 1978.00 1187.91 1977.95 -0.089 -0.041 0.0986 

5 4660.00 1928.00 1704.00 1144.00 1704.02 1143.90 0.020 -0.091 0.0941 

6 4535.25 2756.00 1706.00 2300.00 1705.99 2299.98 -0.007 -0.014 0.0168 

7 4902.00 2348.00 2136.00 1669.00 2135.81 1668.88 -0.182 -0.115 0.2155 

8 3888.00 2139.50 684.00 1584.00 684.20 1584.14 0.200 0.144 0.2474 

9 4210.00 1790.50 1056.75 1042.00 1057.65 1041.27 0.900 -0.728 1.1582 

10 4277.00 1799.00 1151.25 1038.75 1150.56 1039.45 -0.682 0.708 0.9840 

11 4668.50 2288.75 1795.00 1630.75 1795.30 1630.98 0.302 0.235 0.3836 

Total RMS Error: 0.526. 

 

After the first co-registration of the coordinates, the combined Envisat SAR 

and Landsat TM images have been georeferenced to a UTM map projection using 

the topographic map of the study area. For the projection parameters, Zone 48N 

and WGS84 Datum were used. The GCPs have been selected on clearly 

delineated sites and, in total, 9 randomly distributed points were chosen. For the 

actual transformation, a second-order transformation was used. As a resampling 
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technique, the nearest-neighbour resampling method was applied and the related 

RMS error was 0.35 pixels. 

Speckle Suppression of the SAR Image and Derivation  

of the Texture Features 

As the microwave images have a granular appearance, due to the speckle formed 

as a result of the coherent radiation used for radar systems, the reduction of the 

speckle is a very important step in further analysis. The analysis of the radar 

images must be based on the techniques that remove the speckle effects while 

considering the intrinsic texture of the image frame [28,29]. In this study, five 

different Speckle suppression techniques such as lee, local region, frost, kuan and 

gammamap filters [30] of 3x3 and 5x5 sizes were compared in terms of 

delineation of forested areas and texture information. After visual inspection of 

each image, it was found that the 3x3 gammamap filter created the best image in 

terms of delineation of different features as well as preserving content of texture 

information. In the output image, speckle noise was reduced with very low 

degradation of the textural information. Comparison of the selected and other 

SAR images is shown in figure 2. 

In RS image analysis, texture is usually applicable to radar data. The ability to 

use radar data to detect texture and provide topographic information is a major 

advantage over other types of imagery [30]. To derive texture images, occurrence 

and co-occurrence measures (using 9x9 and 11x11 window sizes) were applied to 

the SAR image. The occurrence measures use the number of occurrences of each 

grey level within the processing window for the texture calculations, while the co-

occurrence measures use a grey-tone spatial dependence matrix to calculate 

texture values [31]. By applying these measures, initially 20 features have been 

obtained, but after thorough checking of each individual feature, only 3features 

including the resultsof11x11 skewness, 9x9 contrast and 9x9 correlation filters 

were selected. 

The skewness can be mathematically defined as the averaged cubed deviation 

from the mean divided by the standard deviation cubed. The contrast measure 

indicates how most elements do not lie on the main diagonal, whereas, the 

correlation measure is used to compare the similarity of two input signals as they 

are shifted by one another. The texture features can be used in several ways to 

increase the use of a SAR image. For example, adding the texturally enhanced 

radar image as an additional feature to the original data set should be useful for 

increasing the accuracy in a forest classification. Figure 3 shows the results of the 
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skewness, contrast and correlation filters combined in a RGB (red, green and 

blue) domain. 

 

 

Figure 2. Comparison of the SAR images: (a) the original SAR image; (b) the image 

obtained by a 3x3 lee filter;(c) the image obtained by a 3x3 local region filter; (d) the 

image obtained by a 3x3 frost filter; (e) the image obtained by a 3x3 kuan filter; and (f) the 

image obtained by a 3x3 gammamap filter. 
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Figure 3. A colour image created by the texture filters (R=result of the contrast filter. 

G=result of the correlation filter, B=result of the skewness filter). 

Image Fusion Methods 

The image fusion refers to a process that integrates different images from different 

sources to obtain more information, considering a minimum loss or distortion of the 

original data. In other words, the image fusion is the integration of different digital 

images in order to create a new image and obtain more information than can be 

derived separately from any of them [16,32,33]. In the case of the present study, the 

SAR image provides some information about forest canopy due to radar’s 

penetrating capabilities, while the TM image provides the information about the 

spectral variations of different forest classes. Over the years, different data fusion 

techniques have been developed and applied, individually and in combination, 

providing users and decision-makers with various levels of information. Generally, 

image fusion can be performed at four different stages: signal level, pixel level, 

feature level, and decision level [34]. In this study, data fusion has been performed 

at a pixel level and the following techniques were compared: (a) modifiedIHS 

transformation, (b) PCA method, (c) Gram-Schmidt fusion, (d) color normalization 

spectral sharpening, (e) wavelet-based method, (f) Ehlers fusion. Each of these 

techniques is briefly discussed below. 
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Modified IHS transformation: This method has a vast improvement over the 

traditional IHS for fusing satellite imagery; differing noticeably in spectral 

response. It allows combination of single-band panchromatic data with 

multispectral data, resulting in an output with both excellent detail and a realistic 

representation of original multispectral scene colors. In general, the HIS 

transformation separates spatial (intensity) and spectral (hue and saturation) 

information from a standard RGB image. The intensity refers to the total 

brightness of the image, hue to the dominant or average wavelength of the light 

contributing to the color and saturation to the purity of color. To fuse the images, 

three bands of a multichannel image are transformed from the RGB domain into 

the IHS color space. The panchromatic component is matched to the intensity of 

the IHS image and then replaces the intensity component. The modified IHS 

method is designed to produce an output that approximates the spectral 

characteristics of the input multispectral bands while preserving the spatial 

integrity of the panchromatic data. The technique works by assessing the spectral 

overlap between each multispectral band and the high resolution panchromatic 

band and weighting the merge based on these relative wavelengths [35]. 

PCA method: In RS image analysis, the PCA is usually considered as a data 

compression technique used to reduce the dimensionality of the multiband 

datasets [36]. It is also helpful for image encoding, enhancement, change 

detection and multitemporal dimensionality [32]. When the PCA is performed, the 

axes of the spectral space are rotated, changing the coordinates of each pixel in 

spectral space. The new axes are parallel to the axes of the ellipse. The length and 

direction of the widest transect of the ellipse are calculated using a matrix algebra. 

The transect, which corresponds to the major axis of the ellipse, is called the first 

principal component of the data. The direction of the first principal component is 

the first eigenvector, and its length is the first eigenvalue. A new axis of the 

spectral space is defined by this first principal component. The second principal 

component is the widest transect of the ellipse that is perpendicular to the first 

principal component. As such, the second principal component describes the 

largest amount of variance in the data that is not already described by the first 

principal component. In n dimensions, there are n principal components. Each 

successive principal component is the widest transect of the ellipse that is 

orthogonal to the previous components in the n-dimensional space and accounts 

for a decreasing amount of the variation in the data which is not already accounted 

for by previous principal components [30]. 
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Gram-Schmidt fusion: This fusion technique transforms a set of 

multidimensional features into a new set of orthogonal and linear independent 

features. By averaging the multispectral bands, the method simulates a low 

resolution panchromatic band. As the next step, theGram-Schmidt transform is 

performed for the simulated panchromatic band and the multispectral bands with 

the simulated panchromatic band applied as the first band. Then the high spatial 

resolution panchromatic band replaces the first component [37]. Finally, an 

inverse transform is applied to create the spatially and spectrally enhanced 

multispectral bands. 

Color normalization spectral sharpening: This is an extension of the color 

normalized algorithm. The input image bands are grouped into spectral segments 

defined by the spectral range of the panchromatic image. The corresponding band 

segments are processed in the manner that each input band is multiplied by the 

sharpening band and then normalized by dividing it by the sum of the input bands 

in the segment. Bands outside the spectral range of the panchromatic image are 

not sharpened [38]. Unlike many other sharpening techniques, this method can be 

used to simultaneously sharpen any number of bands and retain the input image’s 

original data type and dynamic range. 

Wavelet-based fusion: The wavelet transform decomposes the signal based on 

elementary functions, that is, the wavelets. By using this, an image is decomposed 

into a set of multi-resolution images with wavelet coefficients. For each level, the 

coefficients contain spatial differences between two successive resolution levels. 

In general, a wavelet-based image fusion can be performed either by replacing 

some wavelet coefficients of the low-resolution image with the corresponding 

coefficients of the high-resolution image or by adding high-resolution coefficients 

to the low-resolution data [39]. In the current study, the first approach, which is 

based on bi-orthogonal transforms, has been applied. 

Ehlers fusion: This method is based on an IHS transform coupled with a 

Fourier domain filtering and it is extended to include more than 3 bands by using 

multiple IHS transforms until the number of bands is exhausted. A subsequent 

Fourier transform of the intensity component and the panchromatic image allows an 

adaptive filter design in the frequency domain. Using fast Fourier transform 

techniques, enhancement or suppression of the spatial components can be directly 

accessed. The intensity spectrum is filtered with a low pass filter whereas the 

panchromatic spectrum is filtered with an inverse high pass filter. After filtering, the 

images are transformed back into the spatial domain with an inverse fast Fourier 

transform and added together to form a fused intensity component with the low-

frequency information from the low resolution multispectral image and the high-

frequency information from the high resolution image. This new intensity 
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component, the original hue, and the saturation components of the multispectral 

image form a new IHS image. As the last step, an inverse IHS transformation 

produces a fused RGB image. These steps can be repeated with successive 3-band 

selections until all bands are fused with the panchromatic band [40]. 

Interpretation and Comparison of the Fused Images 

Initially, the aforementioned fusion techniques have been applied to the combined 

Landsat TM, Envisat SAR and texture images. In all cases, the SAR image was 

considered as a high resolution band. In order to obtain good colour images that 

can illustrate spectral and spatial variations of the available forest classes on the 

selected multisource image, all the fused images have been visually inspected and 

compared.  

Table 2. Principal component coefficients from TM, SAR  

and texture images 

Bands PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9 

TM2 0.091 -0.071 0.129 0.001 0.081 -0.001 -0.464 0.305 0.808 

TM3 0.162 -0.12 0.222 -0.001 0.230 0.008 -0.675 0.263 -0.575 

TM4 0.040 -0.038 0.100 0.023 -0.914 -0.001 -0.319 -0.218 -0.032 

TM5 0.417 -0.285 0.576 0.025 -0.162 0.083 0.467 0.398 -0.030 

TM7 0.282 -0.196 0.385 0.006 0.276 0.077 -0.081 -0.794 0.114 

SAR -0.799 -0.015 0.579 0.123 0.027 -0.097 0.010 0.001 -0.001 

Contrast_F -0.228 -0.915 -0.303 -0.109 -0.010 0.076 0.007 0.001 -0.001 

Correlation_F 0.118 -0.107 0.002 -0.042 0.007 -0.985 0.0284 -0.027 0.001 

Skewness_F 0.066 -0.095 -0.126 0.984 0.019 -0.024 -0.003 -0.001 -0.001 

Eigenvalues 3392.8 2520.2 895.3 208.7 100.1 72.3 23.3 3.7 0.6 

Variance (%) 47.00 34.92 12.40 2.89 1.38 1.00 0.32 0.08 0.01 

 

In the case of the modifiedIHS transformation method, the fused image 

(Figure 4a) demonstrated a better result compared to some other combinations, 

because beside the improved textural enhancement, the image has good spectral 

separations among some coniferous and deciduous forests. However, on the image 

it was not easy to perceive the separations between spruce and cedar forests. 
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Figure 4. Comparison of the fused multisource images: (a) the image obtained by modified 

IHS transformation; (b) the PC image (red=PC1, green=PC3; blue=PC5); (c) the image 

obtained by Gram-Schmidt fusion; (d) the image obtained bycolor normalization spectral 

sharpening; (e)the image obtained by wavelet-based method; and(f) the image obtained by 

Elhers fusion. 

PCA has been applied to all selected images and the result of the final 

analysis is shown in table 2. As can be seen from table 2, the Envisat HH 

polarisation image has a high negative loading in PC1 which contains 47% of the 
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overall variance. This means that the PC1 is dominated by the characteristics of 

the SAR image. Although, PC2 contained 34.92% of the overall variance and had 

a very high negative loading of the result of the contrast filter, visual inspection 

revealed that it contained less information related to the available forest classes. In 

PC3 that contains 12.4% of the overall variance, the middle infrared band of TM 

and SAR image have moderately high loadings. Compared to the PC2, on this 

image, it was possible to see some tonal variations of different forest classes. It 

was seen that the PC4 dominated by the result of theskewness filter had no useful 

information. However, visual inspection of PC5 that contained only 1.38 % of the 

overall variance, in which near infrared band of TM had a very high negative 

loading, revealed that this feature contained useful information related to the tonal 

variations as well as textural characteristics of different forest classes. The PC6 

and PC7 dominated by the negative characteristics of thecorrelation filter and 

visible bands had some useful information. The inspection of the remaining PCs 

indicated that they contained noise from the total data set. The PC image created 

by the combinations of PC1, PC3 and PC5 is shown in figure 4b. As seen from 

the PC image, though the image cannot show clear textural features, it could well 

illustrate the colour variations of different classes, specifically among larch, cedar, 

birch and spruce forests. 

In the cases of the Gram-Schmidt fusion and color normalization spectral 

sharpening, the results are worse than the images created by other fusion 

techniques. As seen from the results shown in Figure 4c,d, these images are 

dominated by the characteristics of the SAR image. It is possible to observe only 

some separations of the larch forest, and other forest types are almost not 

distinguishable on these images. In the case of the wavelet-based fusion, the 

integrated image (Figure 4e) demonstrated a better result compared to the results 

of the Gram-Schmidt fusion and color normalization spectral sharpening. On this 

image, larch, cedar, pine and spruce forest types could be distinguished by their 

spectral properties. Additionally, it could be seen that the image illustrates good 

textural differentiation between different forest types. In the case of the Ehlers 

fusion, the fused image (Figure 3f) demonstrated a better result compared to some 

other combinations, but it had a blurred appearance due to speckle noise. 

However, on this image it is possible to observe some spectral separations among 

larch, cedar, spruce and pine forests. Figure 4 shows the comparison of the images 

obtained by the selected fusion methods. 
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Evaluation of Features and Standard Classification 

At the beginning, in order to define the sites for the training signature selection, 

from the multisensor images, several areas of interest (AOI)s representing the 

selected forest classes (i.e., larch, cedar, pine, birch and spruce) have been 

selected through thorough analysis using a polygon-based approach. For the 

selection of the sites of training samples, the images obtained by the modifiedIHS 

transformation, PCA and wavelet-based method have been compared. The 

separability of the training signatures was first checked in feature space. If the 

signatures are overlapped in feature space, then they are not separable (Figure 5a). 

If they are separable, there is no overlap between the signatures (Figure 5b). After 

checking the signatures in feature space, they were evaluated using Jeffries–

Matusita distance. The values of Jeffries–Matusita distance range from 0 to 2.0 

and indicate how well the selected pairs are statistically separate. The values 

greater than 1.9 indicate that the pairs have good separability [30]. After the 

investigation, the samples that demonstrated the greatest separability were chosen 

to form the final signatures. The final signatures included 3923 pixels for larch 

forest, 2535 pixels for cedar forest, 124 pixels for pine forest, 802 pixels for 

spruce forest and 320 pixels for birch forest. As seen from the separabilities 

measured by Jeffries–Matusita distance (Table 3), the available forest classes have 

high statistical overlaps. 

Table 3. The separabilities measured by Jeffries–Matusita distance 

 Birch Larch Pine Spruce Cedar 

Birch 0.000 1.600 1.856 1.980 1.975 

Larch 1.600 0.000 1.594 1.698 1.697 

Pine 1.856 1.594 0.000 1.446 1.507 

Spruce 1.980 1.698 1.446 0.000 1.235 

Cedar 1.975 1.697 1.507 1.235 0.000 

 

In many cases, forest types have similar spectral characteristics and it is not 

easy to separate them by the use of ordinary feature combinations or fusing 

techniques. For the successful extraction of the forest classes, reliable features 

derived from multiple sources should be used. In the case of the present study, 

texture features might be considered as additional sources. For the classification, 

the following feature combinations were used: 
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The original five spectral bands of the Landsat TM data. 

The green, red, near infrared and middle infrared (2-5) bands of the Landsat 

TM data. 

The HH polarization component of Envisat SAR and original five spectral 

bands of the Landsat TM data. 

The PC1, PC2 and PC3 of the PCA. 

The PC1, PC2, PC3, PC4 and PC5 of the PCA. 

The PC1, PC2, PC3, PC4, PC5, PC6 and PC7 of the PCA. 

Multiple bands including the original Envisat SAR and Landsat TM data as 

well as three texture images. 

Fuzzy convolution applied to the classification result of the multiple bands 

that include the original SAR, Landsat TM and three texture images. 

 

 

Figure 5. Comparison of the overlapped (a) and unoverlapped (b) signatures. 

For the actual classification, a supervised statistical maximum likelihood 

classification (MLC) has been used assuming that the training samples have the 

Gaussian distribution. The basis of a maximum likelihood classification (MLC) 

are the actual frequencies of co-occurrence (Freq(Ci,x)) between class (Ci) and an 

observation vector (x). In the case of multidimensional RS data, we assume that 

each observation x (pixel) consists of a set of measurements on N variables 

(features) [28]. The decision rule, assuming Bayes' rule, can be written as follows: 

 

 P(Ci|x) = P(x|Ci) P(Ci)/P(x) (1) 

 


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P(x|Ci) is approximated by a multivariate normal probability density function 

and it is scaled by a priori probability (P(Ci)). This function has as parameters a 

mean vector (mi) and covariance matrix (Σi) for each class (Ci). These parameters 

have to be estimated on the basis of a training set or clusters. The formula for the 

approximation is expressed as follows: 

 

  (2) 

 

P(Ci) is defined by the user's prior knowledge about the area. 

P(x) is the probability of finding a pixel from any class and expressed as: 

 

  (3) 

 

The actual classification is performed according to P(Ci|x) > P(Cj|x) for all j i. 

However, P(x) is common to all classes and is usually dropped from the 

actual classification. In this case, for the classification, the following discriminant 

function is used: 

 

  (4) 

 

In many cases, the users assume that the classes have equal prior probabilities. 

In this case, P(Ci) can also be dropped and the discriminant function can be written 

as follows: 

 

  (5) 

 

and the classification is performed according to gi(x)>gj(x) for all j i. 

The rule has the maximum benefit of correct classification; that is,a pixel 

classified by this method has the maximum probability of correct assignment. 

Therefore, the method is considered as one of the most efficient methods for 

statistical pattern recognition [41]. 

For the accuracy assessment, the overall performance has been used. This 

approach creates a confusion matrix in which reference pixels are compared with 

the classified pixels and as a result an accuracy report is generated indicating the 

percentages of the overall accuracy [42]. Forground truth information, different 
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regions containing purest pixels have been selected. The regions were selected on 

a principle that there were more available pixels to be selected for the evaluation 

of the larger classes, such as larch and cedar forests, than the smaller classes such 

as pine and birch forests. 

Classification Result Using Original Five Spectral Bands 

The MLC of the Bogdkhan Mountain has been performed using the original five 

spectral bands of the Landsat TM data.  

Table 4. The overall classification accuracy of the classified image 

 Birch Larch Pine Spruce Cedar 

Birch 201 813 2 0 2 

Larch 16 4328 17 26 42 

Pine 8 573 52 33 112 

Spruce 0 147 2 594 246 

Cedar 0 38 51 146 2122 

Overall Accuracy = (7297/9571) 76.24%. 

 

 

Figure 6. Classification result using original five spectral bands. 

Complimentary Contributor Copy



D. Amarsaikhan and N. Ganchuluun 100 

The decision-rule used the signatures defined from the signature evaluation 

process (i.e., 3923 pixels for larch forest, 2535 pixels for cedar forest, 124 pixels 

for pine forest, 802 pixels for spruce forest and 320 pixels for birch forest) and 

assumed that the selected classes have equal prior probabilities. The final 

classified image is shown in Figure 6. The overall classification accuracy for the 

selected classes is shown in Table 4. Asseen from the classification result, the 

accuracy of the MLC is not high (i.e., 76.24%) and there are high mixtures among 

birch, larch, cedar and spruce forests. 

Classification Result Using Green, Red, Near Infrared and First 

Middle Infrared Bands  

The classification of the test area has been made using the green, red, near 

infrared and first middle infrared bands of the Landsat TM data. The decision-rule 

used the same signatures defined from the signature evaluation process and the 

same assumption of equal prior probabilities. The final classified image is shown 

in Figure 7. As seen from the classified image, the result is very similar to the 

result obtained by the use of the original five spectral bands. 

 

 

Figure 7. Classification result using four spectral bands. 
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Table 5. The overall classification accuracy of the classified image 

 Birch Larch Pine Spruce Cedar 

Birch 200 811 4 0 3 

Larch 15 4335 14 30 46 

Pine 10 563 49 31 49 

Spruce 0 163 3 592 252 

Cedar 0 30 54 145 2177 

Overall accuracy = (7353/9576)76.78%. 

 

The overall classification accuracy for the selected five forest classes is 

shown in Table 5. It has been evaluated using the same set of regions containing 

the purest pixels as in the previous classification, and it demonstrated an overall 

accuracy of 76.78%.As could be seen from the confusion matrix shown in Table 

5, the performance of the MLC is better than the previous case and it has a tiny 

improvement. In many cases, users and analysts expect that the addition of more 

spectral bands would increase the classification accuracy. However, the current 

study indicates that it is not always true. This is due to a fact that the inclusion of 

more bands may result in a signature overlap in multidimensional feature space. 

Therefore, in some cases it is desirable to select a few less-correlated bands. 

Classification Result Using SAR and Original Five Spectral Bands 

The MLC of the test site has been performed using the HH polarization component 

of Envisat SAR and original five spectral bands of the Landsat TM data. 

Table 6. The overall classification accuracy of the classified image 

 Birch Larch Pine Spruce Cedar 

Birch 206 762 2 0 2 

Larch 11 4413 6 23 59 

Pine 7 551 79 29 127 

Spruce 0 134 5 564 179 

Cedar 1 48 32 184 2163 

Overall Accuracy = (7425/9587) 77.45%. 

 

The result of the classification is shown in Figure 8. As seen from the 

classified image, the result looks similar to the results obtained by the use of 

original Landsat TM bands. However, the confusion matrix (Table 6) indicated an 
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overall accuracy of 77.45%. This means that the combined use of optical and 

microwave data sets produced a better result than the single source image, but the 

result is still insufficient. 

 

 

Figure 8. Classification result using SAR and five spectral bands. 

 

Figure 9. Classification result using the first three PCs. 
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Classification Result Using the First Three PCs 

As it was seen from Table 2, the PC1, PC2 and PC3 of the PCA included 94.32% 

of the overall variance.  

 

 

Figure 10. Classification result using the first five PCs. 

Table 7. The overall classification accuracy of the classified image 

 Birch Larch Pine Spruce Cedar 

Birch 183 2053 13 32 7 

Larch 26 3145 15 51 74 

Pine 11 480 51 116 67 

Spruce 4 104 9 162 100 

Cedar 1 114 36 433 2286 

Overall Accuracy = (5827/9573) 60.86%. 

 

In many PC-based image analysis, the selection of the first three PCs may be 

sufficient, if their overall variance exceeds 95%. In the case of the present study, 

as the overall variance almost reached that level, the PC1, PC2 and PC3 were 

classified using the MLC. Figure 9 shows the result of the classification and Table 
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7 indicates the overall accuracy. As seen from the results, the MLC of the first 

three PCs gives the worst result, because there are different mixtures among all 

classes. Specifically, there are high mixtures among the birch, larch and spruce 

forests. Also, many pixels belonging to the pine forest have been misclassified. 

This indicates that it is not necessary for the first three PCs to produce an 

improved classification result. 

Table 8. The overall classification accuracy of the classified image 

 Birch Larch Pine Spruce Cedar 

Birch 204 1013 6 2 2 

Larch 17 4133 15 29 42 

Pine 1 546 66 17 135 

Spruce 0 173 4 540 162 

Cedar 3 46 33 211 2191 

Overall Accuracy =(7134/9591) 74.38%. 

 

 

Figure 11. Classification result using the first seven PCs. 
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Classification Result Using the First FivePCs 

As could be seen from Table 2, thePC1, PC2, PC3, PC4 and PC5 of the PCA 

included 98.59% of the overall variance. The result of the classification is shown 

in Figure 10 and the overall accuracy is illustrated in Table 8. As seen from the 

results, there is a significant improvement in the classification performance. For 

example, there are reduced mixtures among the forest classes compared to the 

case of the first three PCs. The PCA indicated that there was addition of only 

4.27% in the overall variance, but the substantial improvement occurred in the 

classification accuracy. 

Classification Result Using the First Seven PCs 

As could be seen from Table 2, the first seven PCs included 99.91%of the overall 

variance (i.e., it exceeds the overall variance of the first five PCs by only 1.32%). 

Table 9. The overall classification accuracy of the classified image 

 Birch Larch Pine Spruce Cedar 

Birch 206 488 1 0 0 

Larch 17 4708 6 30 54 

Pine 0 489 89 20 208 

Spruce 0 179 3 563 128 

Cedar 2 44 25 186 2143 

Overall Accuracy = (7709/9589)80.39%. 

 

The chosen PCs have been classified using the MLC and the result is shown 

in Figure 11. The confusion matrix (Table 9) indicated an overall accuracy of 

80.39%, indicating an improvement occurred in the classification performance 

compared to the previously classified PC images. As could be seen from the PCA, 

the first five PCs weredominated by different characteristics of the near infrared, 

middle infrared, SAR and two texture features and their classification accuracy 

was not high enough. This was due to a fact that these bands composed of 

different features with a variety of different characteristics could not create 

orthogonal features in a multidimensional feature space. When the PC6 and PC7, 

dominated by the negative characteristics of the correlation filter and visible 

bands of the Landsat TM, have been added to the first five PCs, the overall 

classification accuracy was increased by 6.01%. This means that some useful 

information might be included in the last PCs that contain a negligible part of the 
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overall variance. In the present study, due to the addition of the PC6 and PC7  

(i.e., the overall variance has been increased by only 1.32%), the classification 

accuracy was increased from 74.38% to 80.39%. 

Classification Result Using Original SAR, Landsat TM and Three 

Texture Images 

In most cases, for the successful classification of the statistically overlapping 

classes, reliable additionalfeatures derived from multiple sources should be used 

in a decision-making process. In the current study, the texture images derived 

from the original SAR band, could be considered such additional features. The 

classification of the Bogdkhan Mountain has been performed using all 9 bands. 

The result of the MLC is shown in Figure 12 and the overallclassification 

accuracy is illustrated in Table 10. 

 

 

Figure 12. Classification result using multiple bands. 

The classification results indicated that some improvements occurred in the 

overall accuracy of the MLC compared to the classification result of the first 

seven PCs. For example, in the case of the first seven PCs (Table 9), 488 pixels 

belonging to the larch forest and 208 pixels of the cedar forest have been 

classified as birch and pine forests, while in the classification of multiple bands 
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(Table 10) 352 and 154 pixels of the same forest classes were misclassified as the 

birch and pine forests. Likewise, 489 pixels of the larch forest of the classified PC 

image have been misclassified as pine forest, whereas 275 pixels of the same class 

were classified as the pine forest. 

As seen from the comparison of the classified images, the overall accuracies 

could be improved by adding some orthogonal features to the original data. In the 

case of the present study, the texture features played a role of the orthogonal 

features and made the selected signatures of classes more separable in a 

multidimensional feature space. 

Table 10. The overall classification accuracy of the classified image 

 Birch Larch Pine Spruce Cedar 

Birch 214 352 1 0 0 

Larch 9 5126 3 19 65 

Pine 1 275 97 17 154 

Spruce 0 116 2 581 130 

Cedar 1 37 21 182 2184 

Overall Accuracy = (8202/9587) 85.55%. 

Table 11. The overall classification accuracy of the classified image 

 Birch Larch Pine Spruce Cedar 

Birch 223 197 0 0 0 

Larch 2 5496 0 15 32 

Pine 0 141 103 9 142 

Spruce 0 68 1 582 151 

Cedar 0 4 20 193 2208 

Overall Accuracy = (8612/9587) 89.83%. 

Classification Result Using Fuzzy Convolution 

In some cases, to increase the reliability of the classification of the initially 

classified images, fuzzy convolutions of different sizes can be applied. The fuzzy 

convolution creates a thematic layer by calculating the total weighted inverse 

distance of all the classes in a determined window of pixels and assigning the 

central pixel the class with the largest total inverse distance summed over the 

entire set of fuzzy classification layers, i.e., classes with a very small distance 

value will remain unchanged while the classes with higher distance values might 

change to a neighboring value if there are a sufficient number of neighboring 

pixels with class values and small corresponding distance values [30].In this 
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study, a fuzzy convolution with a 3x3 size window has been applied to the 

classification result of the multiple bands. 

 

 

Figure 13. Classification result using fuzzy convolution. 

The classified image is shown in Figure 13. The initial visual inspection of 

the fuzzy convolved image indicated that there are some improvements on the 

borders of the neighboring classes that influence the separation of the decision 

boundaries. The confusion matrix (Table 11) indicated an overall classification 

accuracy of89.83%. It is seen that the classification accuracy can be improved by 

the use of fuzzy convolution. As could be seen from the overall classification 

results, although the combined use of optical, SAR and texture features produced 

a better result, it is still very difficult to obtain a reliable forest map by the use of 

the standard technique. 

The Refined Classification Method 

For several decades, single-source multispectral data sets have been effectively 

used for forest mapping. Unlike single-source data, multisource data sets have 

proved to offer better potential for discriminating between different forest classes. 
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Generally, it is very important to design a suitable image processing procedure in 

order to successfully classify any RS data into a number of class labels. The 

effective use of different features derived from multiple sources and the selection 

of a reliable classification technique can be a key significance for the 

improvement of classification accuracy [43]. In this study, for the classification of 

forest classes, a refined MLC algorithm has been constructed. As the features, the 

multiple bands that include the original optical and SAR as well as three texture 

images have been used. 

 

 

Figure 14. Classification result using the refined classification. 

Unlike the traditional MLC, the constructed classification algorithm uses spatial 

thresholds defined from the contextual knowledge. The contextual knowledge is 

based on the spectral and textural variations of the available forest classes in 

different parts of the fused images and the thresholds are applied to separate the 

statistically overlapping classes. It is clear that a spectral classifier will be 

ineffective if applied to the statistically overlapping classes because they have very 

similar spectral characteristics. For such spectrally mixed classes, classification 

accuracies should be improved if the spatial properties of the classes of objects 

could be incorporated into the classification criteria. The idea of the spatial 

threshold is that it uses a polygon boundary to separate the overlapping classes and 

only the pixels falling within the threshold boundary are used for the classification. 
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In that case, the likelihood of the pixels to be correctly classified will significantly 

increase, because the pixels belonging to the class that overlaps with the class to be 

classified using the threshold boundary are temporarily excluded from the decision 

making process. In such a way, the image can be classified several times using 

different threshold boundaries and the results can be merged [44]. 

Table 12. The overall classification accuracy of the classified image 

 Birch Larch Pine Spruce Cedar 

Birch 223 95 0 0 0 

Larch 2 5703 0 8 17 

Pine 0 71 113 4 95 

Spruce 0 33 0 689 80 

Cedar 0 4 11 98 2341 

Overall Accuracy =(9069/9587) 94.59%. 

 

The result of the classification using the refined method is shown in Figure 

14. For the accuracy assessment of the classification result, the overall 

performance has been used, taking the same number of sample points as in the 

multiple bands. The confusion matrix produced for the refined classification 

showed an overall accuracy of94.59% (Table 12). As could be seen from Figure 

14, the result of the classification using the refined MLC method is better than the 

result of the standard method. A general diagram of the refined classification 

technique is shown is Figure 15. 

Update of Forest GIS 

GIS is a computer-based system capable of capturing, storing, analyzing, and 

displaying geographically referenced information – the information attached to a 

location [45]. The most commonly used method of data capturing is the 

digitization, where hard copy maps or survey plans are transferred into digital 

formats through the use of special software programs and spatial-referencing 

capabilities. With the emergence of modern ortho-rectified images acquired from 

both space and air platforms, heads-up digitizing is becoming the main approach 

through which positional data are extracted [46]. Compared to the traditional 

method of tracing, heads-up digitizing involves the tracing of spatial data directly 

on top of the acquired imagery. Thus, due to rapid development in science and 

Complimentary Contributor Copy



Fusion and Classification of Multisource Images ... 111 

technology, primary spatial data acquisition within a GIS is becoming more and 

more sophisticated. 

 

 

Figure 15. A general diagram for the refined classification. 
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(Table 10) 352 and 154 pixels of the same forest classes were misclassified as the 

birch and pine forests. Likewise, 489 pixels of the larch forest of the classified PC 

image have been misclassified as pine forest, whereas 275 pixels of the same class 

were classified as the pine forest. 

As seen from the comparison of the classified images, the overall accuracies 

could be improved by adding some orthogonal features to the original data. In the 

case of the present study, the texture features played a role of the orthogonal 

features and made the selected signatures of classes more separable in a 

multidimensional feature space. 

Table 10. The overall classification accuracy of the classified image 

 Birch Larch Pine Spruce Cedar 

Birch 214 352 1 0 0 

Larch 9 5126 3 19 65 

Pine 1 275 97 17 154 

Spruce 0 116 2 581 130 

Cedar 1 37 21 182 2184 

Overall Accuracy = (8202/9587) 85.55%. 

Table 11. The overall classification accuracy of the classified image 

 Birch Larch Pine Spruce Cedar 

Birch 223 197 0 0 0 

Larch 2 5496 0 15 32 

Pine 0 141 103 9 142 

Spruce 0 68 1 582 151 

Cedar 0 4 20 193 2208 

Overall Accuracy = (8612/9587) 89.83%. 

Classification Result Using Fuzzy Convolution 

In some cases, to increase the reliability of the classification of the initially 

classified images, fuzzy convolutions of different sizes can be applied. The fuzzy 

convolution creates a thematic layer by calculating the total weighted inverse 

distance of all the classes in a determined window of pixels and assigning the 

central pixel the class with the largest total inverse distance summed over the 

entire set of fuzzy classification layers, i.e., classes with a very small distance 

value will remain unchanged while the classes with higher distance values might 

change to a neighboring value if there are a sufficient number of neighboring 

pixels with class values and small corresponding distance values [30]. In this 
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analysis. Over the past few years, RS techniques and technologies, including 

system capabilities have been significantly improved. Meanwhile, the costs for the 

primary RS data sets have drastically decreased [48]. This means that it is possible 

to extract from RS images different types of forest related information in a cost-

effective way and update layers within a GIS. 

 

 

Figure 17. A diagram for update of forest GIS via processing of multisource RS images. 
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In the present study, it was assumed that there is an operational forest GIS that 

stores historical thematic layers and there was a need to update a forest class layer. 

The forest inventory data for the Bogdkhan Mountain was last updated in 1988. 

Therefore, the current layer was created using an existing forest taxonomy map of 

1988 and the ArcGIS system was used for its digitizing. The digitized map is 

shown in Figure 16. As the overall classification accuracy of the classified 

multisource images exceeds 90%, the result can be directly used to update the 

layer of the operational GIS. For this end, a raster thematic map (i.e., classified 

image) extracted from the multisource RS data sets should be converted to a vector 

structure. After error cleaning and editing, the converted from raster to vector layer 

can be topologically structured and stored within the forest GIS. If one compares the 

forest layers created from the forest taxonomy map and classified RS image, could 

see what changes had occurred. A diagram for the update of a forest class layer of a 

GIS via processing of multisource RS images is shown in Figure 17. 

Conclusion 

The overall aimof this chapter was to evaluate the performances of different 

image fusion techniques for the enhancement of spectral and textural variations of 

different forest typesto be used for the training site selection and apply arefined 

classification method for the extraction of forest class informationfrom the 

multisource images in order to update a forest GIS. For the test area, Bogdkhan 

Mountain situated in the central part of Mongolia and one of the world’s oldest 

and officially protected sites, was selected.As the fusion techniques,modified IHS 

transformation, PCA technique, Gram-Schmidt method, color normalization 

spectral sharpening, wavelet-based fusion, and Ehlers method were used. Of these 

methods, the modifiedIHS transformation, PCA, and wavelet-based fusion gave 

better results compared to the other fusion techniques in terms of the spatial and 

spectral separations among different forest types. For the classification of the 

multisource images, the statistical MLC and refined method were used and the 

results were compared. In order to evaluate the classification accuracy of different 

features, the feature combinations were classified using the standard method. 

When the results were compared, the classification of the multiple bands, which 

included the original optical, SAR, and three texture images,gave the superior 

result. The constructed refined classification method used spatial thresholds 

defined from contextual knowledge and multiple features obtained through a 

feature derivation process. As could be seen from the classification results, the 

performance of the refined classification was much better than the performances 
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of the standard method and the output could be directly used to update forest GIS. 

Overall, the research indicated that multisource information can improve the 

interpretation and classification of forest classes and the elaborated refined 

classification method is a powerful tool in the production of a reliable forest map. 
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MULTIMODAL MEDICAL IMAGE

FUSION BASED ON SUSAN FEATURE

IN FRAMELET DOMAIN

Gaurav Bhatnagar∗

Indian Institute of Technology Jodhpur, Jodhpur, India

Abstract

Multimodal medical image fusion is an important task for the re-

trieval of complementary information from medical images. In this chap-

ter, a novel framework for multimodal medical image fusion is proposed,

which enables the decomposition of input images into low- and high fre-

quency bands using framelet transform and utilizes local visibility and

smallest univalue segment assimilating nucleus (SUSAN) features fusion

rules for coefficient selection at different levels. The final fused image is

obtained from the superposition of selected coefficients in bot low- and

high-frequency bands. The fused medical image that is produced by this

framework presents a visually better representation than the input images.

Experimental results highlights the expediency and suitability of the pro-

posed algorithm and the efficiency is carried by the comparison made

between proposed and existing algorithm.

Keywords: Medical image fusion; ramelet transform; isibility of image;

Smallest univalue segment assimilating nucleus
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1. Introduction

With the rapid development in high-tech and advanced instrumentations, med-

ical imaging has become a vital component of a large number of applications,

including diagnosis, research, and treatment. This rife development has enabled

radiologists to quickly acquire images of the human body and its internal struc-

tures with effective resolution and realism. These images are often known as

multimodality medical images such as X-ray, computed tomography (CT), mag-

netic resonance imaging (MRI), magnetic resonance angiography (MRA), and

positron emission tomography (PET) images [1]. These multimodality medical

images usually provide complementary and occasionally conflicting informa-

tion. For example, X-ray computed tomography (CT) can provide dense struc-

tures like bones and implants with less distortion, but it cannot detect physio-

logical changes [2]. Similarly, normal and pathological soft tissue can be better

visualized by magnetic resonance (MR) image and the positive electron tomog-

raphy (PET) can be used to provide better information on blood flow and flood

activity with low spatial resolution. For medical diagnosis, treatment planning

and evaluation, the complementary information obtained from different modal-

ity images is needed. For example, combined PET/CT imaging can concur-

rently visualize anatomical and physiological characteristics of the human body

and can also be used to view tumor activity in conjunction with anatomical ref-

erences in oncology. Also in organ diagnosis, the combined PET/CT imaging is

very useful, where tumor boundaries are difficult to discern. Therefore, the fu-

sion of the multimodal medical images is necessary and it has become a promis-

ing and very challenging research area nowadays. Image fusion can be defined

as the process in which some important features of multiple input images are

combined into a single image without any loss of information. Medical image

fusion aims at integrating complementary as well as redundant information from

multiple modality images to obtain a more complete and accurate description of

the same object. It provides easy access to the PET/CT/MRI images at the same

location where reading from all other modalities is done, allowing radiologists

to quickly and efficiently report PET/CT/MRI studies [3]. There are generally

two basic requirements for image fusion [4, 5]. The former is that the fused

image should possess all possible relevant information contained in the source

images whereas the latter states that the fusion process should not introduce any

artifact, noise or unexpected feature in the fused image. So far, many effective

techniques for image fusion have been proposed in the literature especially for
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medical image. A detailed literature review on image fusion can be found in

Section 2. Some medical applications of image fusion are found in radiology,

molecular and brain imaging, oncology, diagnosis of cardiac diseases, neurora-

diology and ultrasound [6, 7, 8, 9, 10, 11].

In this chapter, a new multimodal medical image fusion technique using

framelet transform is proposed, which is based on multiresolution principle and

performed multilevel fusion over low- and high-frequency bands. Two novel

fusion rules, based on visibility and smallest univalue segment assimilating nu-

cleus (SUSAN) features, are then proposed for combining the low- and high-

frequency bands. These rules preserves more details in source images and fur-

ther improves the quality of the fused bands. In the final step, the fused image

is obtained using inverse framelet transform on the composite frequency bands.

Framelet transform is designed by tight frame filter banks, which provides sym-

metry and shift invariance due to dense plane of the time scale. These prop-

erties produce smoother low-frequency and more informative high-frequency

sub-bands. The two fusion rules that are employed by considering the physical

meaning of the sub-bands. The low-frequency sub-bands are fused by consid-

ering the local visibility feature as fusion measure instead of simple averaging

as used in the existing schemes. Since the low-frequency sub-band is the origi-

nal image at coarser resolution level and can be considered as subsampled and

smother version of it. Therefore, it carries most of the information of source

images. The local visibility tries to select the highest local visibility form the

focused regions. In contrast, the high-frequency sub-bands are fused based on

texture information obtained from the Smallest Univalue Segment Assimilat-

ing Nucleus (SUSAN) feature extractor. Generally, the high-frequency sub-

bands contains the details/texture information of an image. Therefore, a good

method for the high-frequency subbands should produce large coefficients on

those edges. The SUSAN feature will provide most prominent texture infor-

mation to select high-frequency coefficients. The fused medical image that is

produced by this framework presents a visually better representation than the

input images. Experimental results highlights the expediency and suitability of

the algorithm and efficiency are carried by the comparison made between pro-

posed and existing algorithm.

Rest of the chapter is organized as follows: Image fusion literature is dis-

cussed in Section 2. The framelet transform and the proposed medical image

fusion framework are explained in sections 3 and 4 respectively. The experi-

mental results and discussions are presented in section 5. Finally, conclusions
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of the work are given in Section 6.

2. Existing Works in Medical Image Fusion

In general, there are two stages involved in the medical image fusion methods.

The first stage is called image registration, which is the process of correcting the

spatial misalignment among the different image modalities. The most common

misalignment in the images involve the variability in scale changes, rotations

and translations. Registration process generally becomes complicated in the

presence of different noises, missing features and outliers in the images. In con-

trast, the second stage involves the identification and integration of the relevant

information, for a given clinical assessment purpose, from all the registered im-

ages. So far, many effective techniques for image fusion have been proposed

in the literature especially for medical image modalities. The summary of the

major medial image fusion methods, the applicable/used modalities and the ap-

plications in the medical imaging studies are presented in table 1.

The simplest ways are pixel-by-pixel [12] gray level average or selection of

the source images but these ways lead to undesirable side effects such as re-

duced contrast. Another simple approach includes image fusion methods based

on statistical and numerical methods [13]. However, it is quiet difficult to give a

generic statistical and numerical process, which will work for all possible image

modalities. The morphological methods are highly depend on the structuring

operator that defines the opening and closing operations. Therefore, a sequence

of operations calculate the scale specific features, which results in high compu-

tational complexity. The most common techniques for fusion are multiresolu-

tion based fusion, which includes contrast pyramid [18], gradient pyramid [19],

wavelet based multiresolution method [18, 19, 20, 21, 22, 23, 24]. These meth-

ods produce promising results in less computation time and less memory when

compared to others. However, these methods often produce undesirable side

effects like block artifacts, reduced contrast etc which often result in the wrong

diagnosis. These side effects are due to the drawbacks of wavelet transform

such as lack of symmetry, critical sampling and less vanishing moments. These

drawbacks are rectified to some extent by using near shift-invariant multiresolu-

tion representation like framelet transform [23, 24]. The beyond wavelet-based

fusion (such as curvelet [25] and counterlet transform [26, 27, 28]) may improve

the performance results, but these transform may lead to greater complexity in

computation and parameterization due to the underlying sophisticated process.
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Table 1. Multimodal medical image fusion methods with applications

Method Modalities Fusion Strategies Applications

Morphology MRI, CT Averaging,

maximum, mor-

phology towers,

K-L transforms

and morphology

pyramids

brain diagnosis [14, 15]

Multiresolution

Analysis

MRI, CT, PET,

Mammogram,

MRA, fMRI,

SPECT, Ultra-

sound

Image pyramid,

wavelet trans-

form, stationary

wavelet trans-

form, lifting

wavelet trans-

form, dual tree

complex wavelet

transform,

framelet trans-

form, countourlet

transform

medical image pseudo coloring

[16], super resolution [17], medi-

cal diagnosis [18, 19, 20, 21, 22,

23, 24, 25, 26, 27, 28], segmen-

tation [29], 3D conformal radio-

therapy treatment planning [30] and

color visualization [31].

Artificial

Neural

Network

MRI, CT, PET,

Mammogram,

MRA, fMRI,

SPECT, Ultra-

sound

Neural networks,

clustering neural

network, fuzzy

neural networks,

wavelet neural

networks

feature generation [32], classifica-

tion [32], data fusion [32], im-

age fusion [33, 34, 35], micro-

calcification diagnosis [33], med-

ical diagnosis [34], breast cancer

detection [36, 37], classifier fusion

[37], cancer diagnosis [38] and nat-

ural computing methods [39].

Fuzzy

logic

MRI, CT, PET,

Mammogram,

MRA, fMRI,

SPECT, Ultra-

sound

Image fuzzifica-

tion, modification

of membership

values, Image

defuzzification,

fuzzy combina-

tion operators,

neuro-fuzzy

networks

brain diagnosis [40, 41, 42], cancer

treatment [43], image segmentation

and integration [43, 44], maximiza-

tion mutual information [45], deep

brain stimulation [46] and brain tu-

mor segmentation [47].

Others MRI, CT, PET,

Mammogram,

MRA, fMRI,

SPECT, Ultra-

sound

PCA, ICA, Fuzzy

c-means cluster-

ing, SVM

Image fusion [48, 49, 50, 51], can-

cer diagnosis [52], classifier fusion

[52, 53], breast cancer tumor [53],

tumor segmentation [54], content-

based image retrieval [55] and gene

classification [56].
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The neural network and fuzzy logic based techniques need some manual inputs

(such as initial parameters), which ceases their practical aspects. Further, these

are also computationally complex due to the long iteration timing and manual

parameterization of the artificial neural networks. In others category, princi-

pal component analysis (PCA) based methods [48, 50, 51] are well-known and

widely used. The PCA based methods gives baseline results relative to other

approaches. This was expected because this method has no scale selectivity.

In general, the use of near shift-invariant multiresolution representation can be

identified as an optimal method and this motivated us to use it for multimodal

medical image fusion.

3. Framelet Transform

Framelet transform [57, 58, 59] is very similar to wavelet transform but has

some important differences. In particular, framelet transform has one scaling

function φ(t) and two wavelet functionsψ1(t) and ψ2(t) whereas wavelet trans-

form has one scaling function φ(t) and one wavelet function ψ(t).

Let us suppose the low-pass and high pass filters associated with φ(t), ψ1(t)

and ψ2(t) are h0(n), h1(n) and h2(n) respectively. The definition of scaling and

wavelet functions are given by

φ(t) =
√

2
∑

n

h0(n)φ(2t− n) (1)

ψi(t) =
√

2
∑

n

hi(n)φ(2t− n), i = 1, 2. (2)

Using Eqns. 1 and 2 any function f(t) can be written in the terms of scaling

and wavelet functions as a series expansion given by

f(t) =
∞∑

k=−∞

c(k)φk(t) +
2∑

i=1

∞∑

j=0

∞∑

k=−∞

di(j, k)ψi,j,k(t) (3)

where c(k) and di(k, j) are the scaling and wavelet coefficients associated with

φ(t) and ψi(t) respectively, given by

c(k) =

∞∫

−∞

f(t)φk(t)dt, di(j, k) =

∞∫

−∞

f(t)ψi,j,k(t)dt (4)

Complimentary Contributor Copy



Multimodal Medical Image Fusion Based on SUSAN Feature ... 127

The interpretation of framelet transform (Eqn. 3) is same as the wavelet trans-

form i.e. the first summation gives the low-frequency function or coarser

approximation of f(t) whereas another summation will give the two high-

frequency functions corresponding to ψ1(t) and ψ2(t) at scale j = 0, the com-

bination of these two summation is called the 1-level framelet transform of f(t).

Further, if the value of j increases, high-frequency bands at different levels are

obtained to get a multilevel framelet transform structure. Figure 1 shows the

3-level framelet structure for f(t), where φ(t), ψ1(t) and ψ2(t) are the dual

functions of φ(t), ψ1(t) and ψ2(t) respectively. The definition of φ(t), ψ1(t)

and ψ2(t) suggest that the used fitlerbanks are oversampled. Therefore, the

above mentioned structure of framelet transform (figure 1) can be represented

in terms of filterbanks and upsampling/downsampling (figure 2).

c(1)

d
1
(1)

d
2
(1)

c(1)

d
1
(1)

d
2
(1)

Figure 1. 1-level Framelet Structure of a function f(t).

Figure 2. 1-level Framelet Structure of a function f(t) in terms of filterbanks

and upsampling/downsampling.

The use of framelet transform has significant advantages over the wavelet

like transforms. In fact, framelet transform overcomes the drawbacks of existing

wavelet and related transforms in image fusion due to these advantages only.

The following advantages of framelet transform acted as the motivation for us
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to use it for image fusion.

• Framelet transform designs the wavelet tight frames based on iterated

oversampled filter banks. The main benefit of tight frames is that the

signal is reconstructed with the transpose of the forward transform.

• The framelet transform has FIR perfect reconstruction filter banks which

produce reconstructed signals with no or minimal error. Further, framelet

transform has more degrees of freedom for design.

• Unlike wavelet related transforms, framelet transform uses one scaling

and two wavelet functions where the two wavelets are offset from one

another by one half, i.e., the integer translates of one wavelet fall midway

between the integer translates of the other wavelet. In this way, framelet

transform are having more wavelets than necessary which further gives a

closer spacing between adjacent wavelets within the same scale.

• Framelet transform allows for lesser rectangular artifacts and has near

shift-invariance behavior due to the dense time-scale plane when com-

pared with the case of non-oversampled filter banks used in the wavelet

related transform.

3.1. Perfect Reconstruction Conditions

Now, the perfect reconstruction conditions for the framelet transform must be

studied. Since, three filters h0, h1 and h2 are used for constructing φ(t), ψ1(t)
and ψ2(t) respectively. Therefore, framelet transform is based on the three band

filter bank. This filter bank is defined in the terms of its polyphase components

as

Hi(z) = Hi,0(z
2) +

1

z
Hi,1(z

2), i = 0, 1, 2 (5)

where

Hi,0(z) =
∑

n

hi(2n)z−n, Hi,1(z) =
∑

n

hi(2n− 1)z−n (6)

Using Eqns. 5 and 6, the polyphase analysis matrix is defined as

H(z) =

[
H0,0(z) H1,0(z) H2,0(z)
H0,1(z) H1,1(z) H2,1(z)

]
(7)
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Now, if a signal X(z) is defined in terms of its polyphase components then

X(z) = [X0(z) X1(z)]
T

(8)

where X0(z) and X1(z) are defined in terms of time domain signal x(n) as

follows

Xi(z) =
∑

n

x(2n− i)z−n, i = 1, 2. (9)

To develop the perfect reconstruction conditions, the standard multirate identi-
ties are used to write Y (z) in terms of X(z).

Y (z) =
1

2
[H0(z)H0(1/z) +H1(z)H1(1/z) +H2(z)H2(1/z)]X(z)

+
1

2
[H0(z)H0(−1/z) +H1(z)H1(−1/z) +H2(z)H2(−1/z)]X(−z) (10)

For perfect reconstruction, Y (z) = X(z), it is necessary that

H0(z)H0(1/z) +H1(z)H1(1/z) +H2(z)H2(1/z) = 2

H0(z)H0(−1/z) +H1(z)H1(−1/z) +H2(z)H2(−1/z) = 0 (11)

Using Eqns. 5–7, the perfect reconstruction condition (Eqn. 11) reduces to

H(z)HT (1/z) = I (12)

The matrix H(z) is said to be a 2 × 3 lossless system[60]. Once the values

of six components H0,0, H1,0, H2,0, H0,1, H1,1 and H2,1 are obtained such

that H(z) satisfies Eqn. 12, the filters h0(n), h1(n) and h2(n) are then formed.

The efficient way to obtain 2 × 3 lossless system is to first determine a 3 × 3

lossless system followed by the deletion of last row. The brief description on

the computation of H(z) can be found in [60].

3.2. Multilevel Structure of Framelet Transform

It is evident that in most of wavelet based applications, the multilevel decompo-

sition structure of wavelet transform is used. Therefore, the framelet transform

can be used in all those applications instead of wavelet transform with multi-

level structure, it can also be obtained by the repeated process as one does with

wavelet transform. The above mentioned framelet transform is applied for the

first level decomposition. Afterwards, a low-frequency and two high-frequency

bands are obtained (see figure 2). This structure can be obtained by decompos-

ing the low-frequency band by 1-level framelet transform which results in the

Complimentary Contributor Copy



130 Gaurav Bhatnagar

2-level framelet transform and this process is further continued until a desired

level is not achieved (see figure 3 for 2-level framelet transform). The maximum

level of framelet transform depends on how many data points are contained in a

data set, since there is a down-sampling by 2 from one level to the next one. The

number of level, is chosen in such a way that the noise present in the original

signal is removed significantly.

2
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d
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2

2

Decomposition

at Level 1

Decomposition

at Level 2

Reconstruction

at Level 1

Reconstruction

at Level 2

Figure 3. 2-level Framelet Structure of a function f(t): Decomposition and

Reconstruction Process.

3.3. Extension to Higher Dimension

Due to the separability of the transform, the framelet transform cab be easily

extended to the higher dimension. The separable framelet transform can be ob-

tained by applying one dimension framelet transform along all directions. For

instance, if framelet transform in two dimension is considered, the framelet

transform is obtained by successive application of one dimension transform

along x- and y-axis respectively. Therefore, the whole process is equivalent

to two one dimension transforms in series. It is implemented as one dimension

row transform followed by a one dimension column transform on the data ob-

tained from the row transform. Since, one scaling and two wavelet functions are

used in one dimension transform which further forms the one scaling and eight

wavelet functions. These scaling and wavelet functions associated with 2-D

framelet transform are obtained by convolving the 1-D filters. Mathematically,

? φ(y) ψ1(y) ψ2(y)

φ(x) φ(x) ? φ(y) φ(x) ? ψ1(y) φ(x) ? ψ2(y)

ψ1(x) ψ1(x) ? φ(y) ψ1(x) ? ψ1(y) ψ1(x) ? ψ2(y)
ψ2(x) ψ2(x) ? φ(y) ψ2(x) ? ψ1(y) ψ2(x) ? ψ2(y)

(13)

where ? is the conventional convolution operator, {φ(x), ψ1(x), ψ2(x)} and
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Figure 5. 2-level Framelet Transform of Synthetic Image (Pink colormap is used

for better visualization).

{φ(y), ψ1(y), ψ2(y)} are the basis function of 1-D framelet transform along
x− and y− direction respectively. The above mentioned Eqn. 13 gives the
scaling and wavelet functions used in 2-D framelet transform as basis function.
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These basis functions are

2-D Scaling Function 2-D Wavelet Function

ψ(x, y) = ψ(x) ? ψ(y) ψ1(x, y) = φ(x) ? ψ1(y) ψ2(x, y) = φ(x) ? ψ2(y)
ψ3(x, y) = ψ1(x) ? φ(y) ψ4(x, y) = ψ1(x) ? ψ1(y)
ψ5(x, y) = ψ1(x) ? ψ2(y) ψ6(x, y) = ψ2(x) ? φ(y)
ψ7(x, y) = ψ2(x) ? ψ1(y) ψ8(x, y) = ψ2(x) ? ψ2(y)

(14)

The forward framelet transform procedure is shown in figure 4. After applying

1-D transform along x−axis, one low-frequency band (L) and two high fre-

quency bands (H1 and H2) are obtained. Now, 1-D transform is again applied

to these frequency bands along y− axis to finally get one low-frequency (LL)

and eight high-frequency bands (LH1, LH2, H1L,H1H1, H1H2, H2L,H2H1

and H2H2). Figure 5 shows an example of the 2-level 2-D framelet transform

of a synthetic image.

3.4. Block Artifacts Analysis of Framelet Transform

In order to check the block artifacts produced by any transform, the simplest

way is to project an image onto the scaling and wavelet spaces at a single level.

A transform is said to be effective if the projected image has minimal block arti-

facts. In figure 6, a synthetic line image is projected and reconstructed from dif-

ferent levels of 4 scale decomposition. From figure, it is clear that the framelet

transform suffers from fewer block artifacts when compared to wavelet trans-

form.

1
 2
 3
 4
 4


Wavelet Transform


Framelet
 Transform


Synthetic

Image


Level:


Figure 6. Block artifacts analysis: reconstruction of a synthetic image from the

coefficients at single level.
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4. Proposed Fusion Technique

The aim of this paper is to ensure the transferability of the most relevant in-

formation found in source images into a new composite image with the least

amount of required processing. A new efficient framework that combines the

advantages of framelet transform and human visual system is developed. Be-

fore going to the proposed framework, first the used features extraction models

are described.

4.1. Feature Extraction Models

Feature extraction research offers the mathematical models about how to sim-

plify the amount of resources required to describe a large set of data accurately.

A lot of work has been explored to address this and then applying it to various

image processing applications. The illustrations of the used feature extraction

models are as follows.

4.1.1. Local Visibility of an Image

Being inspired from the human visual system, Visibility of an image was intro-

duced by Huang [62] and further extended by Li [63]. Mathematically, visibility

of an image (F ) is given by:

V (F ) =
1

m× n

m∑

x=1

n∑

y=1

(
1

µF

)α

· |F (x, y)− µF |
µF

(15)

wherem×n is the total number of pixels, µF is the mean gray value of the image
(F ) and α is a visual constant ranging from 0.6 to 0.7. In order to represent the
clarity of a pixel, the aforementioned definition of visibility is operated locally
to get local visibility (VL) of the image. Mathematically, VL is defined as

V F
L (x, y) =

8
>><
>>:

1
Sp×Sp

x+
Sp
2P

i=x−
Sp
2

y+
Sp
2P

j=y−
Sp
2

“
1

bF (x,y)

”α

·
|F (x+i,y+j)− bF (x,y)|

bF (x,y)
, bF (x, y) 6= 0

F (x, y), otherwise

(16)

where Sp × Sp is the size of the neighborhood window centered at (x, y) and

F̂ (x, y) = 1
Sp×Sp

x+
Sp
2∑

i=x−
Sp
2

y+
Sp
2∑

j=y−
Sp
2

F (i, j) is the mean intensity value of F in

the neighborhood window.
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The significance of local visibility in image fusion is first identified from ex-

tensive experiments. For this purpose, the variation of local visibility is explored

with respect to the blurriness. The basic idea is to apply average & median fil-

tering and Gaussian blurring on the cameraman image to introduced blurring

followed by the local visibility calculation. In figure 7, the local visibility is

Local Visibility after Box Blurring (Average Filtering)


Local Visibility after
Gaussian
 Blurring (
Gaussian
 Filtering)


Filter Size:
 3
x
3
 7
x
7
 11
x
11


Local Visibility (No Blurring)


Figure 7. Variation in local visibility with respect to box and Gaussian blurring

for Cameraman Image (Pink colormap is used for better visualization).

given for degraded versions of cameraman image for pixels locations (x, y). It

is clear by definition that the local visibility characterizes the local image prop-

erties and identifies the flat and non-flat regions in an image even if the image

is effected by the blurring (box or gaussian blurring). Ideally, the higher values

indicates the flat regions whereas lower values indicates non-flat regions.

4.1.2. Smallest Univalue Segment Assimilating Nucleus (SUSAN) Feature

Extractor

The Smallest Univalue Segment Assimilating Nucleus (SUSAN) feature extrac-

tion algorithm was proposed by Smith et al. [64] in 1997. The obtained features

are usually represented by the texture information (edges and corners) in one

and two-dimensions. Since the demonstration of the SUSAN, different applica-

tions have been developed such as video-encoding artefact removal, 3D mesh

denoising, feature extraction etc. The basic principle of the SUSAN algorithm is

to associate each image pixel with its local area of similar intensity. Unlike other
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existing feature extractor which rely on derivative (first) of the image, SUSAN

extractor relies on local binarization of gray-values. To compute the feature of

a pixel (called the “nucleus”), a circular mask around the pixel is considered.

By choice of a brightness difference threshold, an area within the mask is se-

lected which consists of pixels similar in brightness to the nucleus. The small

local area is called the Univalue Segment Assimilating Nucleus (USAN), which

contains the most important information about the structure of the image in the

region around the center pixel. To be more precise, let the input image is F and

the circular mask has a radius of |~r|, then the simplest USAN has the following

form.

d(~r, ~r0) =

{
1, |F (~r) − F (~r0)| ≤ T

0, |F (~r) − F (~r0)| > T
(17)

where ~r0 and ~r are the position of the central pixel and any other pixels within

the mask, respectively, F (~r) is the intensity at ~r and T is the brightness differ-

ence threshold. The feature response is calculated as

FR(~r0) =

{
T − n(~r0), n(~r0) < T
0, otherwise

(18)

where n(~r0) is the number of pixels belonging to the USAN i.e.

n(~r0) =
∑

~r

d(~r, ~r0) (19)

and T is a geometric threshold, which is given as T =
3nmax

4
, where nmax is

the maximum value of n. A single fixed value of T can be found by calculating

the mean expectation of the edge response in the presence of noise.

In the SUSAN feature detector, T usually determines the minimum contrast

of feature to be detected as well as the maximum amount of noise to be ignored.

Therefore, sometimes the extracted features become sensitive to the choice of

T . To make feature extraction less sensitive to T , a USAN function which takes

into account not only the degrees of similarity in brightness but also the distance

between pixels as

d(~r, ~r0) = exp

[−(~r − ~r0)
2

2η2

]
exp

[

−
(
F (~r) − F (~r0)

T

)6
]

(20)

where η is a distance scaling factor. The SUSAN edge position theoretically

coincides with the zero-crossing of the second derivative of the image function
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[64]. Since edges and corners do not directly depend on any derivatives and

maximum gradient direction, the effect of noise on edge localization is reduced

considerably.

4.2. Proposed Multimodal Medical Image Fusion Framework

In this section, some of the motivating factors in the design of our approach

to multimodal medical image fusion are discussed. For our convenience, only

two source images are considered in our experiment, let they be F1 and F2. The

method can of course be easily extended to more than two images. It is assumed

here that source images have been well registered. The general procedure of the

proposed framework is depicted in figure 8 and can be summarized as follows:

1. Perform `-level framelet transform on source images to obtain low and

high-frequency bands at each level, which are denoted by fθ
l,1 and fθ

l,2

respectively, where l ∈ [1, `] is the level of decomposition and θ ∈
{LL, LH1, LH2, H1L,H1H1, H1H2, H2L, H2H1, H2H2} represents

the orientation of the frequency bands..

2. Fusion of Low-frequency Bands: Low-frequency bands obtained by the

framelet transform are the approximate version of source images and usu-

ally include average gray information. The simplest way is to use the con-

ventional averaging or weighted average methods to produce the compos-

ite bands. However, it cannot give the fused low-frequency component of

high quality for medical image because it leads to the reduced contrast in

the fused images. Therefore, a new criterion is proposed here based on

local visibility of the image. For this purpose, the local visibility in the

framelet domain is chosen as the measurement. The complete process is

described as follows.

I Calculate the local visibility inside the Sp × Sp neighborhood (say N )

centering the current coefficient in the low-frequency band, which is

V fLL
`,1 (x, y) = V

(
fLL
`,1 (N )

)
(21)

V fLL
`,2 (x, y) = V

(
fLL
`,2 (N )

)
(22)

where (x, y) is the current coefficient position and N is the Sp×Sp neigh-

borhood centering at (x, y).
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Figure 8. Block Diagram of Proposed Image Fusion Framework.

I Fuse the low frequency bands as

fLL
`,fused(x, y)=

{
fLL
`,1 (x, y), if V fLL

`,1 (x, y) ≥ V fLL
`,2 (x, y)

fLL
`,2 (x, y), if V fLL

`,1 (x, y) < V fLL
`,2 (x, y)

(23)

3. Fusion of High-frequency Bands: High-frequency bands obtained by the

framelet transform usually include edges and corners in various direc-

tions. The simplest way is to use the maximum selection method to pro-

duce the composite bands. However, this method is not appropriate for

medical images since it discards some edges and corners due to max-

imum selection. Therefore, a new criterion is proposed here based on

human visual system. For this purpose, the most prominent edges and

corners are identified according to HVS and then selection and averaging

is performed. The whole process is described as follows.

I First, the feature is extracted from high-frequency bands at each scale

and orientation using SUSAN feature extractor (Eqns. 17–20), denoted

by FRfθ
l,i

, where i = 1, 2 is the number of image and θ ∈ {LH1, LH2,

H1L,H1H1, H1H2, H2L, H2H1, H2H2}.

I Fuse the high-frequency bands as follows.

fθ
l,fused(x, y) =

8

>

>

>

<

>

>

>

:

fθ
l,1(x, y), if FRfLL

`,1 (x, y) < FRfLL
`,2 (x, y)

fθ
l,2(x, y), if FR

fLL
`,1 (x, y) > FR

fLL
`,2 (x, y)

fθ
l,1(x, y) + fθ

l,1(x, y)

2
, if FRfLL

`,1 (x, y) = FRfLL
`,2 (x, y)

(24)

4. Perform `-level framelet transform on fused low and high-frequency

bands at each level, to get fused image (F).
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5. Results and Discussions

Some general requirements for fusion algorithm are: (1) it should be able to

extract complimentary features from input images, (2) it must not introduce ar-

tifacts or inconsistencies according to Human Visual System and (3) it should

be robust and reliable. Generally, these requirements are often very difficult to

achieve. One of the most critical problems is that there is a lack of reliable and

efficient methods to validate fusion algorithms. The best method to validate the

fusion algorithm is that some human observers are asked to view a series of

fused images and rate them. These tests are typically accurate if performed cor-

rectly but they are inconvenient, expensive and time consuming. Hence, there

is a need to create an evaluation system. Therefore, first an evaluation index

system is established to evaluate the proposed fusion algorithm. These indices

are determined according to the statistical parameters. This evaluation index

system includes mean, standard deviation, entropy, spatial frequency, mutual

information, normalized singular value similarity, structural similarity and edge

based similarity. Among these mean, standard deviation, entropy and spatial

frequency reflect spatial details information whereas mutual information, nor-

malized singular value similarity, structural similarity and edge based similarity

reflect spectral information contained in the fused image. Mathematical defini-

tions of these indices are given below.

5.1. Evaluation Index System

1. Mean and Standard Deviation: In statistical theory, mean and standard

deviation are defined as follows:

µ̂ = 1
MN

M∑
i=1

N∑
j=1

xi,j ,

σ̂2 = 1
(M−1) (N−1)

M∑
i=1

N∑
j=1

(xi,j − µ̂)2
(14)

whereMN is the total number of pixels in the image and xi,j is the value

of the ijth pixel.

2. Entropy: Entropy is the measure of information quantity contained in

an image. If the value of entropy becomes higher after fusion then the
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information quality will increase. Mathematically, entropy is defined as:

E = −
M∑

i=1

N∑

j=1

p(xi,j) lnp(xi,j) (15)

where p(xi,j) is the probability of the occurrence of xi,j .

3. Spatial frequency: Spatial Frequency (SF) measures the overall activity

level in an image. If the value of SF becomes higher after fusion then

the activity level will increase. Mathematically, the spatial frequency is

defined as:

SF =
√
RF 2 +CF 2 (16)

where RF and CF are the row and column frequencies and are defined

as:

RF =

√√√√ 1

MN

M1∑

i=1

N1∑

j=2

[xi,j − xi,j−1]2 (17)

CF =

√√√√ 1

MN

N1∑

j=1

M1∑

i=2

[xi,j − xi−1,j]2 (18)

4. Mutual Information: Mutual Information (MI) is the measure of informa-

tion shared by two images. If the value of MI becomes higher after fusion

then the information quality will increase. Mathematically, MI is defined

as:

MI =

L∑

i=1

L∑

j=1

hx,y
i,j log2

hx,y
i,j

hx
i,j h

y
i,j

(19)

where hx,y is the normalized joint grey-level histogram of images x and

y, hx, hy are the normalized marginal histograms of the two images and

L is the number of gray-levels. Based on the above definition, the quality

of the fused image with respect to input images A and B can be expressed

as

QMI = 2

[
MI(A, F )

H(A) +H(F )
+

MI(B, F )

H(B) +H(F )

]
(20)

where H(A), H(B) and H(F ) is the marginal entropy of images A, B

and F respectively. The higher the value of QMI , the better the fused

image is.
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5. Structural Similarity: Structural similarity (SSIM) is designed by model-

ing any image distortion as the combination of loss of correlation, radio-

metric distortion and contrast distortion. SSIM is defined as:

SSIM =
σxy

σx σy

2µx µy

µ2
x + µ2

y

2σx σy

σ2
x + σ2

y

(21)

where µx, µy are mean intensity and σx, σy, σxy are the standard devia-

tion. In equation 22, first term is the correlation coefficient between x and

y. The second term measures how close the mean grey level is, third term

measures the similarity in contrast of x and y. Based on the definition of

SSIM, a new way to use SSIM for the image fusion assessment is defined

as

QS =






λ(w)SSIM(A,F |w)+ (1− λ(w))SSIM(B, F |w),
if SSIM(A,B|w) ≥ 0.75

max [SSIM(A, F |w), SSIM(B, F |w)] ,
if SSIM(A,B|w)< 0.75

(22)

where w is a sliding window of size 3 × 3, which moves pixel by pixel

from the top-left to the bottom-right corner and λ(w) is the local weight

obtained from the local image salience. The higher the value of QS , the

better the fused image is.

6. Edge Based Similarity Measure: The edge based similarity measure gives

the similarity between the edges transferred in the fusion process. Math-

ematically, QAB/F is defined as

QAB/F =

M∑
i=1

N∑
j=1

[
QAF

i,j w
x
i,j +QBF

i,j w
y
i,j

]

M∑
i=1

N∑
j=1

[
wx

i,j +wy
i,j

] (23)

whereA, B and F represent the input and fused images respectively. The

definition of QAF and QBF are same and given as

QAF
i,j = QAF

g, i,j Q
AF
α, i,j, QBF

i,j = QBF
g, i,j Q

BF
α, i,j (24)

where Q?F
g and Q?F

α are the edge strength and orientation preservation

values at location (i, j) respectively for images A and B. The dynamic

Complimentary Contributor Copy



Multimodal Medical Image Fusion Based on SUSAN Feature ... 141

range for QAB/F is [0,1] and it should be as close to 1 as possible for

better fusion.

Among these mean, standard deviation, entropy and spatial frequency reflect

spatial details information whereas mutual information similarity, structural

similarity and edge based similarity reflect spectral information contained in

the fused image. The metrics QMI , QS and QAB/F utilizes all input and fused

image to evaluate the performance, however, others utilizes only fused images.

5.2. Experiments and Results

In medical diagnostics, the commonly used medical imaging modalities are

computed tomography (CT) and nuclear magnetic resonance (NMR) imaging.

Both of these imaging modalities are complementary in nature. CT images are

sensitive to bone and hard tissues while MR images are more informative about

soft tissues. Fusion of these two will provide a single image, which will assist

the physician to localize abnormalities and to do a better diagnosis.
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Figure 9. Multimodal medical image sets.
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(a) (b) (c)

(d) (e) (f)

Figure 10. Results for data set 1: Fused image for a) PCA method b) con-

trast pyramid c) gradient pyramid d) wavelet method e) morphological wavelet

method f) proposed method.

(a) (b) (c)

(d) (e) (f)

Figure 11. Results for data set 2: Fused image for a) PCA method b) con-

trast pyramid c) gradient pyramid d) wavelet method e) morphological wavelet

method f) proposed method.
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(a) (b) (c)

(d) (e) (f)

Figure 12. Results for data set 3: Fused image for a) PCA method b) con-

trast pyramid c) gradient pyramid d) wavelet method e) morphological wavelet

method f) proposed method.

(a) (b) (c)

(d) (e) (f)

Figure 13. Results for data set 4: Fused image for a) PCA method b) con-

trast pyramid c) gradient pyramid d) wavelet method e) morphological wavelet

method f) proposed method.
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Table 2. Evaluation Indices for Fused Medical Images

Images Indices PCA Contrast [18] Gradient [19] Wavelet [21] Morphological [22] Proposed

D
at

a
S

et
1

Mean 47.1462 48.4901 48.7045 47.2150 49.8023 47.1154

St.D. 50.6755 57.0108 51.2016 54.0375 59.3273 54.8656

Entropy 5.0798 5.6955 5.9718 5.8247 5.6771 5.7264

SF 6.4346 8.3020 7.9483 8.2611 7.9368 8.1442

QMI 3.2783 3.5385 3.6809 3.1846 2.9278 3.1814

QS 0.7961 0.9108 0.7916 0.8096 0.7670 0.8226

QAB/F 0.3814 0.5621 0.4992 0.4705 0.5611 0.5683

D
at

a
S

et
2

Mean 63.6088 56.0327 59.9091 58.3433 64.1198 58.2527

St.D. 55.2365 54.9344 49.9491 56.1647 65.7601 59.2071

Entropy 6.6012 6.7343 6.7807 6.8588 6.7590 6.8349

SF 9.4115 10.1713 10.1400 10.5434 10.0470 10.4545

QMI 3.8661 3.0930 3.4319 3.5919 3.5052 3.8011

QS 0.9217 0.6113 0.7717 0.7367 0.7033 0.7763

QAB/F 0.5591 0.3795 0.4946 0.4619 0.4900 0.5439

D
at

a
S

et
3

Mean 28.6358 29.3533 29.0560 28.6402 32.7299 28.1963

St.D. 29.0901 33.6854 29.6112 33.7081 39.7143 35.3860

Entropy 4.7567 5.2728 5.3582 5.3257 5.4176 5.3667

SF 6.6341 7.7083 7.6069 7.9243 7.8299 7.8090

QMI 3.9423 3.4623 3.2840 3.7273 3.2798 3.9866

QS 0.8883 0.8655 0.8512 0.8196 0.8105 0.8233

QAB/F 0.5559 0.6015 0.6460 0.6191 0.6452 0.6632

D
at

a
S

et
4

Mean 51.3621 49.3053 51.4831 52.2611 48.3948 52.5929

St.D. 61.3152 64.3439 62.0742 64.8365 62.6458 67.2087

Entropy 4.4823 4.4506 4.8556 4.6912 4.4955 4.3012

SF 5.4963 6.9100 6.2114 6.7521 6.9078 6.7992

QMI 3.6664 3.4432 3.4061 3.1602 3.3239 3.2702

QS 0.7889 0.8488 0.7937 0.7587 0.7831 0.8314

QAB/F 0.4534 0.4634 0.5767 0.5484 0.5584 0.6297
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The proposed multimodal medical image fusion approach is evaluated over

four different sets of multimodal images of size 256×256 (see figure 9). Among

these sets of medical images, the first two sets of medical images are normal

CT and MRI image whereas the other two sets are T1- and T2-weighted MR

images. Without loss of generality, it is assumed that the corresponding pixels

of the two input images have been perfectly co-aligned. It can be seen that due to

various imaging principles and environments, the source images with different

modality contain complementary information, which are fused to get a single

image having better localization of abnormalities.

For all these image sets, results of proposed fusion framework are compared

with the traditional PCA (MS rule), gradient pyramid [19], contrast pyramid

[18], wavelet [21] and morphological wavelet [22] based methods. The com-

parison of statistical parameters for fused images according to different fusion

algorithms are shown in table 2 and visually in figure 10-13. From figures, it

is clear that the proposed algorithms not only preserve spectral information but

also improve the spatial detail information than the existing algorithms, which

can easily be observed by the obtained maximum values of evaluation indices

(table 2). The PCA algorithm gives baseline results. Except one or two cases,

these methods give poor results relative to other algorithms. This was expected

because this method has no scale selectivity. This limitation is rectified in pyra-

mid and multiresolution based algorithms but on the cost of quality i.e. the con-

trast of the fuse image is reduced which is greater in pyramid based algorithms

and comparatively less in multiresolution based algorithms. Among multires-

olution based algorithms, the proposed algorithm based on framelet transform

performs better. The main reason behind the better performance is the used

HVS models and main properties of framelet transform such as symmetry, sim-

ple sampling and large vanishing moments by which smoother scaling and more

informative wavelet coefficients are produced compared to other multiresolution

methods.

Conclusion

In this paper, a novel multimodality image fusion algorithm based on framelet

transform is proposed. Considering the feature extraction models, two differ-

ent fusion rules are proposed by which more information can be preserved in

the fused image with improved quality. The used features include visibility and

SUSAN feature extractor and are adopted as the fusion measurement for coef-
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ficients combination in low- and high-frequency bands. In our experiment, four

groups of CT/MRI image are fused using conventional fusion algorithms and

the proposed framelet-based algorithm. The visual and statistical comparisons

demonstrate that the proposed algorithm better preserved the image details and

significantly improved the image visual effect than the other fusion methods

with very less information distortion.
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